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FOREWORD

1 4
These Proceedings, published in four volumes, comprise the 45 papers presented at the

Tenth Navy Symposium on Aeroballistics held at the Sheraton Motor Inn, Fredericksburg, Virginia,
15, 16 and 17 July 1975.

l
This symposium was the tenth in a series begun in 1950 under the sponsorship of the

7then Bureau of Ordnance Committee on Aeroballistics, and currently conducted by the Naval
Aeroballistics Advisory Committee as sponsoring committee for the Naval Air Systems Command
and the Naval Ordnance Systems Command. The continuing purpose of the symposiums has been
to disseminate the results of aeroballistics research and to bring the research findings of industry,
the universities, and government laboratories to bear upon the Navy's aeroballistic research and
development programs.

L Over 160 research scientists representing 56 organizations attended this tenth symposium.
"' Session I covered the subjects of missile stability and performance; Session iI was concerned with

missile stability and performance/launch dynamics; Session Ill dealt with heat transfer; Session IV
covered inlets and diffusers/gas dynamics; and Session V presented acro-elasticity and structures.

rThe papers in these Proceedings have been reproduced in facsimile. They appear in ile
SIVorder of presentation except that all classified papers have been taken out of' sequence and

grouped together as Volume 4, a confidential volume. Volumes I through 3 are unclassified. This
is Volume 1.i1

Requests for or comments on individual papers should be addressed to the respective
authors. U

THOMAS A. CLARE
General Chairman
Symposium Committee
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GREETINGS

The Navy Aeroballistics Advisory Committee (NAAC) provides valuable assistance to the
Naval Air and Naval Sea Systems Commands. It is extremely active in promoting the exchange of
technical infomation among Naval activities, Navy contractors, and other government agencies. It
also provides effective guidance by recommending aeroballistics research investigations and
identifying the new aeroballistic facilities necessary for future weapons development. We hope that
this Symposium, as in the past, will provide for a stimulating exchange of information and will be
of value to all participants. Best wishes for a successful Symposium.

A. B. MiCaulley R. W. Kig

Captain, USN Rear Admiral. USN
Assistant Commander Deputy Commander
for Research & Technology for Research & Techiwlogsr

Naval Air Systems Command Naval Sea Systems Command
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WELCOME

On behaIr of the Dahlgrcn ILaboratoiy of the Naval Surfacee Weapons Center, we are pleased

L to welcome you to the Tenth U. S. Nav; Synipw~iiim on Aeroballistics.

The Navy Aeroballistics Advisory Committee. esablished jointly by the Naval Air Systems
Command atid the Naval Sea Systems ( simian6, hds% prepared an excellent program zovering
diverse technical disciplines in the lieli; ,)( aeroballistics. It is noted that the Symposium brings

together speakers and guests with sp~cc!.tl cumpetcvcc in aeroballistics from the Navy, Air Force,
Army, other government agjincics. ivertz' mt d from industry. It is our hope that wr can
provide a pleasant atmospheie for you 'mIn ng lou -1 1. posiuni.

.tC4 J. Roll

-A-il,[V

Comade

Mimi urj~c WeponsCeme
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-1 I - INTRODUCTION

An enormous amount of material exists on the subject of store

separation. Notable previous surveys by McKinney and Polhamus (Ref-

erence 1) in 1966 and Ryan (Reference 2) in 1973 contain extensive -

,bibliographies of data and techniques up to the respective dates.

Other extensive bibliographies are by Marsden and Haines (Refer-

ence 3) in 1962 and Knutsen (Reference 4) in 1968. These references

are essential to an overall view of the subject of store separation.

The purpose of this paper is to briefly review developments since Y i

the last of the above surveys and to attempt to show the interaction

of many of the diverse elements. References cited in the above

surveys will not be cross-referenced again except where a particular

point or comparison is to be made.

Generally speaking the whole subject of store separation can be

sub-divided into three separate but definitely interacting sub-areas

of analytical mechanics, simulations and full scale flight testing.

The analytical techniques for mathematically modeling the store/air-

craft combination have steadily improved to the point where the

aerodynamics can be calculated for many relatively complex store

aircraft configurations at least for subsonic flows. Supersonic tech-

niques are well along in principle, but they are not as far along

as the subsonic models in a general correlation and implementation. I
Transonic mathematical models are less well developed.

The wind tunnel is the prime simulator of the store separation -

problem, and various wind tunnel tests of different configurations

make up the largest amount of the material available on this subject.

The bulk of this testing is very small scale, generally in the

23
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J I neighborhood of five percent. Only recently have systematic tests been

undertaken to determine the effects of scale and other related features.

It appears that these effects can be large at times, and they must be

taken into account.

Full scale flight tests present a unique situation in that they

constitute the real world environment in which the store is to be used,

but additional features to be considered such as elastic structures,

A L ejectors and the lack of control in the full scale 'laboratory' all

lead to few legitimate correlations of the make-up of the aerodynamic

contributions to the performance of an airborne weapons delivery

system. An overriding feature of full scale work is the safety of

flight, and, as a result, most testing is oriented toward definition

of a condition of minimal store activity. Likewise, in the event of a 32

'I catastrophic occurrence, the thrust of subsequent work is not likely to

dwell on correlations. These features combined with the difficulty in

fully instrumenting full. scale flight tests have led to the situatton

that few if any comprehensive tests have been carried out to correlate

the use of small scale and mathematical simulations.
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II ANALYTICAL MECHANICS

General Development

In this section, techniques that calculate flow fields and asso-

ciated store loads for complex aircraft/store configurations are dis-

cussed. Previous surveys, such as References 1 and 2, list at length

the many reports written in this technical area and those lists will

not be repeated here. Emphasis in this report is placed on the compar-

ison of two current subsonic methods with each other and with experi-

mental data. The first of the methods was developed by Fernandes at

General Dynamics reported in Reference 11, and the other was developed

at Nielsen Engineering and Research, Incorporated, by Goodwin, {
Dillenius and Nielsen and is reported in Reference 8. The NEAR method i

has been improved to alleviate two important restrictions. The non-

circular fuselage was treated in Reference 9, and the pylon model was

improved in Reference 10. Comparisons here are made in regions where - ,

the restricted NEAR model is expected to apply. The General Dynamics

model also includes a capability of predicting loads for supersonic

flight, but no general correlation has been conducted with that model, t
and it will not be discussed at this time.

Both the computational techniques of the General Dynamics and NEAR --

models are similar in that they solve the potential flow problem with ao )

viscous effects for the store loads. This potential flow problem

represents two distinct calculations, and for ease of discussion they

will be treated separately. The first calculation is associated with

solving the non-uniform flow field which the store experiences. The

second determines the loads on the store from that flow field.
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Both the NEAR and the General Dynamics methods solve a potential

I flow problem using discrete singularities, the major differences being

in the interaction of components. The NEAR method allows the lifting

surfaces (wing, pylon) to be influenced by the thickness effects of

-A . bodies (fuselage, rack, stores) in the configurations; however the

bodies are not influenced by lifting surfaces. The body thickness is

represented by axial sources calculated independently of the lifting

Q surfaces in the given freestream. The General Dynamics method con-

siders the effect of each configuration component separately. The

J effect of the mutual interference between components, particularly a

store and wing, can be significant near the mate position. This is the
I

region which has been shown to affect the resultant store motion the

h b4o
most and should be modeled properly.

Both methods model the wing-pylon with a vortex lattice which

allows for most conventional wing characteristics except for discontinu-

ities in the chord. Wing-pylon thickness is modeled by source strips

il which are three-dimensional surface source singularities thin in the

- faxial dimension. The NEAR model uses an externally determined, discrete

source distribution to account for all body volume effects and a two-

'I, dimensional upwash to account for fuselage angle of attack. The GeneralW1
Dynamics method uses line source and doublet singularities to represent

L fuselage volume and angle of attack effects.

Both methods allow the flow field to be calculated at any point in

ji the aircraft flow field. The main limitation in both models is that

-~~ bodies such as the rack that are very near the store are modeled asI

axisymmetric. shapes. The improved non-circular fuselage model that was
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developed at NEAR, Inc. can represent a realistic fuse3 'ge; however the I
rack models look nothing like a conventional rack shape.

The first comparison was made using the theory and data presented

in Reference 8. The configuration involved a test at Mach number 0.25 of

a simplified model of a circular fuselage with a constant sweep wing

which was used in a component build-up in support of the development of J

the NEAR model. The General Dynamics method was also applied to the

model of Reference 8, and the perturbation velocities are plotted in

Figures 1 and 2, along the centerline of the position the store would

occupy. In general, it can be seen that both methods produce nearly the

same trends of the data; however, the magnitudes are more nearly matched

by the NEAR method. Figure 1 shows the effect of the pylon,and both

potential techniques overpredict the pylon effect, probably a result of

the discrete nature of the vortex lattice. Figure 2 shows the effect I

of a rack and stores at two vertical positions. At the carriage position

or Z/D 0 0, the General Dynamics method, which allows for no interaction I
between the stores and the lifting surfaces, is drastically inaccurate.

The inaccuracy in the NEAR method is probably due mostly to the lack of I

interference bqtween the stores, including the rack, and the fact that

the rack is represented as an axisymmetric body. At Z/D = 1 the NEAR

method is more accurate, as would be expected.

The second comparison was made using the theory and data from

Reference 5, and is presented in Figures 3 and 4. Here the downwash

and sidewash flow angles have been measured beneath another circular

fuselage constant sweep wing model. The method of Alford is compared

with the NEAR method and data for the model at various lift coefficients. A

Alford used a rectangular vortex lattice for lifting effects and the A
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method of Kuene for thickness. Kuene's method basically uses two-

dimensional airfoil theory applied to a swept wing by considering the

1 1wing section perpendicular to lines of constant percent thickness. both

methods generally predict the trends of the data very well. It can be

seen that-at CL = 0 the downwash flow angle magnitudes predicted by

Alford are in better agreement with the data. This indicates that the

thickness model Alford used, the Kuene method, is better than the

I Ithickness strips (source strips) used in the NEAR method. At 40

Alford has the advantage of the known lift on the wing to generate the

circulation strengths in the vortex lattice. This provides a good

icomparison in Figure 3 of the downwash angles, perhaps better than the

NEAR method directly beneath the wing. However, Figure 4 shows that

the rectangular lattice used by Alford poorly predicts sidewash flow

angles, whereas the swept lattice used by the NEAR method provides very

L U good predictions here. At = 80 both methods are departing from the

data due to non-linear and perhaps viscous effects.

The third comparison was made between the NEAR method and the data

A presented in Reference 6. This data for an F-4C aircraft flow field was

taken for the clean aircraft; aircraft with pylon; aircraft pylon and

rack; and the aircraft with pylon, rack and stores. This allows the

analysis for the theory with a build up of various components for a real -

configuration similar to the procedure with the simple configuration

- reported on in Reference 8. The data and theory are presented in Fig-

ures 6 to 13. Figure 5 illustrates the positions beneath the F4 air-

craft model at which the data was taken and the sign convention of the

I flow angles. This is the most extreme flow conditions to which the NEAX V
model was applied. Very rapid flow angularity changes that are visible

17

ijm



10th Navy Symposium on Aeroballistics
Vol. 2

in the data indicate that the existence of compression and rarefaction V

waves are probably present in this high subsonic Mach number. This

effect can be seen in Figures 6, 7 and 12. Also at locations close to

the fuselage the magnitudes are not well predicted due to t. non-cir-

cular shape of the fuselage model tested in the wind tunnel. The first

series of Figures 6 to 9 shows the flow field beneath the wing-fuselage 1

cnly. Chordwise plots of downwash and sidewash flow angles are shown at

different spanwise stations and different vertical positions beneath the

wing. Agreement can generally be seen to be poor except for the side- A

wash in cases below MWL of -3. The downwash predictions are not able to

make the rapid changes exhibited in the data, even relatively far from

the fuselage as in Figure 8. The predictions do approach the data in

a qualitative sense as the distance from the fuselage is increased.

This is to be expected since the effects of the non-circular fuselage

become more source-like with distance. However, Figures 6 and 8 show

that the downwash flow angles are also not well predicted quantitatively, i i

indicating the wing model is not accurate at this Mach Number. J

Figures 10 and 11 present the results of the NEAR theory for the F4 ill
wing-fuselage model with an inboard pylon attached. It can generally be

seen that, considering the previously mentioned disadvantages to which

the model is subjected, the trends of the data are quite well accounted

for excepting, perhaps, the sidewash flow angles near the downstream

side of the flow investigation region. The qualitative agreement and

the substantial difference in the flow field created by the pylon, e.g. :

compare Figures 9 and 11, indicate that the theory is properly accounting

for the interfering effect of the pylon. This is true both ioard, j J
MBL -3, and outboard of the pylon, MBL =5.
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The last flow field comparison, Figures 12 and 13, represents the

most realistic configuration which a store might experience. The model

tested in the wind tunnel consisted of the F-4 fuselage-wing-pylon with

a TER rack. Inboard of the pylon/store combination at MBL = 3 and

MWL = -3, the flow is poorly predicted, where the flow angle is not A

f varying rapidly. Directly below, at the centerline store position on

the TER rack, NBL = 4 is the position in the flow field which the store

would occupy. Here the theory is in much better agreement with the data,

although it cannot match the rates of flow angle change. IBL = 5 is the

position outboard of the pylon/rack combination. The flow at this posi- A

V tion has smoothed out considerably and the theory is in good agreement. I 1

The comparison of the NEAR potential model with the AEDC test data

- at M 0.85 for the F-4 model provides some insight into the extent to

V which the theory applies. As would be expected at some distance away

the non-circular fuselage can be modeled with simple sources. The

complex interaction of multiple stores also appears tractable. Yet A

in the same comparison it Is very evident that regions exist which

cannot be modeled by the NEAR theory of Reference 8. More calculations

and comparisons with data are necessary to build up a complete understand-

ing of the limits of this theory.

The surveys of the theories and data here lead to the conclusion

that the NEAR model is more accurate in predicting the flow field than the

I General Dynamics model a. a result of the mutual interaction of the air-_0

craft components. The non-circular fuselage modification should be used

for stores close to the fuselage, but this will introduce the very complex

9&
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proble of modeling the engine inlets along with f-low spillage. The

General Dynamics model actually makes an attempt at this. Another

41 possible modification should include mutual interference between the

stores and rack on multiple carriage configurations.

Calculation of Loads on a Store in Non-Uniform Flow

Slender body theory has been used extensively to formulate the1
calculation of the store loads in the influence of a non-uniform flow

field produced by the parent aircraft in both the General Dynamics and

NEAR methods.

The General Dynamics method, although generally derived from A

4slender body theory, was developed for complicated store configura-

tions and coefficient slopes derived from any source, such as experi-

mental data. The store body including the fin section is broken into

axial sections, and a coefficient slope is required for each, and

slender body theory wing-body interference factors are used to complete i
the configuration aerodynamics. Although being able to input the load-

ing slopes may enhance the accuracy if they are well known, this require-

ment becomes difficult if the aerodynamics of the configuration are not

known. The buoyancy term assumes a linear static pressure gradient }|

across the store and the velocities are calculated at surface points to

determine the gradient.

The NEAR method calculates all the aerodynamics internally and is

all based on slender body theory except for a viscous cross flow and a I
4 buoyancy term. The slender body theory for the body loads does not

require any aerodynamic inputs; however the results are limited by not

taking advantage of experimental data when it is available. Only
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cruciform or planar tail surfaces are allowed by this method. The

viscous cross flow term is difficult to use because not much is known

about flow separation on bodies in non-uniform flow, and a downwash

field under a wing could inhibit lee side separation on a body. The

buoyancy term is derived from two-dimensional flow considerations

assuming that the static pressure gradient is linear and just equal

to the centrifugal force created by the curvature of the streamlines.

Thus, the buoyancy term looks exactly like the slender body term due

to axial rate of change of perturbation velocities.

The NEAR load calculations appear to be a well formulated, unified

approach for non-uniform flow and the method is presented In References

- 7 and 8. However, as a unified approach the approximations seem

iniconsistent between the lalder body and the buoyancy calculations.

The slender body apprcximation takes the boundary condition to the

centerline of a body by assuming that changes across the radius can be 41

neglected. The buoyancy term assumes that these changes are significant

and is the largest component of the calculated load in the vicinity of

~. the carriage position.

Comparison of Load Calculations with Data

A limited amount of aerodynamic load data was considered here;

however, several conclusions can be drawn from these calculations. I
The incremental load due to the presence of the parent aircraft is

assumed to combine linearly with the freestream quantity. Therefore

only that increment is considered here. Two store shapes were
A-

ii considered, tne.MK-83 which is slender, and the M-118 which is not

so slender. The data was t;i:en from Reference 13 and is presented here
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in Figures 16, 17 and 19. The parent aircraft was an F-4C model 
at a

Hach Number of 0.6. All load calculations were made using the NEAR

method.

The pitch plane aerodynamics of the MK-83 store is preasented in

Of Figures 16 and 17 for different vertical posit.ons beneath the carriage I
location. Qualitatively the theory predicts the t'end of the data very

A well, and if the 10% data were adjusted for an apparent flow angle, the

theory would predict the magnitude of the data well all the way to the

carriage position. This indicates great prom.se for the use of com-

pletely potential models for predicting complex flow situatio"s.

SI The incremental normal force and pitching moment coefficients are

presented in Figure 19 for the M-118 store. Here it appears the data

and theory differ substantially through the vertical range of consider-

ation. It also should be noted that the two data sets also disagree

and thereby add some question as to its validity.

One important feature of the potential model exhibited here is

the monotone decreasing nature of the loads with vertical distance

away from the mate position. This will always be observed in the theory

since the velocities vary as 1/R, where R is the distance from store

to any singularity of which the parent aircraft is composed. More

simply stateO, ap the store moves uniformly away from the aircraft the

perturbation velocities die out which in turn uniformly decreases the

loads. There have been numerous examples In the data where this is

not true most likely for a fat store carried in close to other surfaces.

This leads to the conclusion that there is an inconsistency in the

buoyancy term which must be resolved.

12
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Slender body theory may lack the ability to model general body

shapes as well as the ability to consistently predict loads close to

u2e aircraft. It is suggested here that a com~putational technique

which employs surface singularities and surface load calculations

L,. should be utilized for these difficult conditions.

It

L
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III- SIMULATION

Background

The wind tunnel is the prime simulation device for the store/air-

,craft aerodynamics and hence the store separation problem, and this is

likely to remain the case for some time. The bulk of these simulations

have been at the relatively small scale of five percent with the main

objective of determining that a given store will clear the aircraft

upon ejection. Little attention has been paid to the affects of scale

not only on the aerodynamics but on the hardware aspects of mounting 1

the configuration, and, in general, scale corrections have not been made

to the data. At about the same time, researchers in the Air Force as

well as the Navy began to view this situation with some concern. Dix

In Reference 12 first outlined a comprehensive program at Arnold

Engineering Development Center (AEDC) to investigate some of the effects

for several stores mounted on an F-4C. The test program proposed an

investigation of the effects of tha presence of a sting and its size

as well as the scaling of the gap between the store and the mounting for

both pylon-mounted and rack-mounted stores. Also to be considered was

the effect of altering the store afterbody to accommodate the sting.

Arnold Engineering Development Center Test: Program

The test was conducted esentially as proposed with some expansion

of interest such as the inclusion of another store of mutual interest

to both the Air Force and the Navy. The results of this test pointed out

a secondary factor often ignored but frequently a hindrance in a store

separation investigation. The plethora of data created not only a mas-

sive data handling problem in the reduction but also an in-depth analysis

14
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V of the large amount of data that can nearly overwhelm an investigator.

Results of the first phase of this series of tests will be reported by

Dix in Reference 13, but some of the preliminary data is shown in Fig-

ures 14 and 15 provided by AEDC.

The effect of the sting presence as well as the afterbody modifica-

-ion is small at least on the finned bodies where the fins dominate the

loading. On unfinned bodies where only the body loading is important, the

sting presence has a larger effect not generally dependent on the sting
i size within the limits tested here. The effects also seem to peak in the

transonic Mach range. Effects on other coefficients show a similar pattern,

I but it should not be concluded that a large effece- in the pitch plane sig-

- nifies a large effect in the yaw plane at the same time. The effects are

a little more subtle. Examination of the effects of the sting on the

store on the outboard station in Figure 15 as compared wiLh the same store

on the inboard station reveals a much larger effect on the outboard station.

,l This would be mysterious until a check on the flow field data of Refer-

ence 6 shows the fin region,when the store is on the outboard station,

I, L is in a much more severe flow gradient than when the same store is on

the inboard station, and small changes in the flow should have more effect

when the gradients are large. This same situation generally holds true for

S i other configurations and has led to the formulation of the following

conclusion in conjunction with AEDC investigators:

"If the sting affects the measurement of loads and moments on
a store in a free stream environment without the aircraft present,
then the effect of mutual interference between the stoe and air- V
craft will be to exaggerate the sting effect depending on the
severity of the flow gradient over the affected regions of the
store."

All the effects and trends pictured in Figures 14 and 15 are clouded

by the fact that the data uncertainty is so large, but it should be noted

ti
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that the larger increments in coefficients shown here constitute on

the order of thirty percent of the absolute coefficient level. Sim-

ilar data for a smaller family of stores on the A-7 aircraft was j
taken by Hill and reported in Reference 14. A similar qualitative

coirelation of this data with A-7 flow field data reported in Refer-

ence 15 reveals the same conclusion regarding sting effects. -i

Naval Ship Research and Development Center Test Program

To contribute to the development of a store separation technology

development, the Naval Ship Research and Development Center (NSRDC)

conducted tests to complement the prior sting-effect tests at AEDC.

Parameters considered were Mach Number, Reynolds Number and store

attitude, and position relative to the parent aircraft. Two AEDC store

I configurations were considered as follows:

1. M-118 3000 lb. General Purpose Bomb. L
2. Mk-83 Low Drag 1000 lb Bomb

In the second case, the TER was loaded with storein both of the other

positions. Some overlap of test conditions of AEDC was made to establish

mutual confidence in the data.

Six-component loading on the store was determined by the Modified

Grid Method utilizing the Captive Trajectory System for traversing the

aircraft flow field in the 7 by 19 foot Transonic Wind Tunnel at NSRDC. j i

Data for the Modified Grid Method was acquired by the automatic travers-

ing through a predetermined grid of X and Z tunnel positions when the

store was manually set in a given alpha, beta and phi attitude and Y

tunnel position. Only one or two manual settings were required for

ji
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each automatic traverse (one data run). Configurations evaluated

were as follows:

1 . .-118/F-4, 5% scale, mounted left inboard pylon
2. Mk-83/F-4/TER Sta. 1, 5% scale, other stations occupied
3. Mk-83/F-4/TER Sta. 1, 10% scale, other stations occupied

The 5% M-I18 and 5% Mk-83 balances, and stings were identical to

those used at AEDC. In fact, many components were simply borrowed. The

geometry of the M-118 tail cone was modified to accommodate the sting such A

that it corresponded to afterbody #2 of the AEDC tests. The Mk-83 after-

-~ body was the same as the AEDC tests. The NSRDC 5% F-4 model employed was

a complete model whereas the AEDC model lacked the tail section. The

NSRDC 5% model also had closed inlets (no flow through), while the AEDC

model had flow through inlets. In the case of the M-118 tests, all five

pareIL pylons were present on the aircraft at the conventional stations.

- These same pylons were present for the Mk-83 tests, but a Triple Ejector

i
Rack (TER) was mounted on the left inboard pylon with both shoulder

stations filled with Mk-83 shapes.

4 *The 10% Mk-83 model and associated sting were exact duplicates of the

5% configurations scaled up by a factor of two. This provided the same A

i. base to sting relationship and reproduced the tail geometry of the 5% tests.

A 10% M-118 model was also fabricated to duplicate that portion of the 5%

tests, but tunnel time was exhausted befiore this test could be done. The

S""10% F-4 model was actually a "B" model as opposed to the Air Force "C"

model, but the main external difference is in the nose section. This

- I. was not expected to affect the flow in the vicinity of the inboard wing

pylon. It also had flow through inlets.

-{ . In order to facilitate traversing the store model in close to the

aircraft model, a special six-inch offset sting was used with the mounting

17
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TABLE 1 -PARAMETERS INVESTIGATED 14
(Nominal Values) H

MACH REYNOLDS ATTITUDE:S-(DEGREES) POSITION (INCHES)CONFIGURATION NUMBER NUMBrR ______ LONG IT- TOTALHx10 6/ft PITCFAW -ROLL TUDINAL LATERAL VERTICAL RUNS4

5% Hilo 0.600 2.0 3.6 -10,30 -15,15 -22.5+0 24-16 -10-*0 1140 53
0.800 2.0 3.6 -10)-30 0 0 2-16 -4 1F.0O 5

0.600 2.0 3.5 -1030 -1515 -22.5+0 2-16 -80 110 65
5%k3 0.865 2.0 3.5 -10-.i0 0 0 2-16 -4 1140 3

0.600 2.0 4.2 -10-15 -15 154-22.5+*0 44-16 -12-1-2 11+0 4910% Mk 83 0.700 1.0 5.5 0 0 4-16 -8 11-.0 1

TABLE 2 J
REFERENCE INFORMATION

Model Scale

MODELITEM MDL 5% MK 83 10% MK 83 5% M118 5% F4C 10% F4C

Area (Ft 2 )S .002673 .01069 .007933 1.325 5.30

S.pan (In)B .700 1.400 1.206 23.0445 46.089 1

Chord (10)C .700 1.400 1.206 9.624 19.248 1'
Length (In) 5.725 11.453 9.113--

Diameter (Max) .700 1.400 1.206--

MIoment Ref Sta 2.525 5.05 2.81 17.68 35.36:1 (Inches from
Hose)

(Full Scale (50.5) (50.5) (56.2) (353.6) (353.6)j

11
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j[i as shown in Figure 20. No artificial transition strips were applied

It to any of the models used, and no base pressure corrections were

applied to the data. The investigations were conducted with the air-

craft angle of attack set to represent a level flight condition for

the particular Mach Number. This led to approximately 20 at the

lower speed and 10 at the higher speed. As a result of angular offsets

:1 iof various components the store was nearly zero with respect to the

free stream at the lower speed and approximately -10 at the higher

speed. A total of 176 runs were made over a Mach Number range of 0.6

to 0.865 and Reynolds Numbers from 3.6 x 106 to 5.5 x 106 per foot.

The range of all parameters investigated is summarized in Table 1.

A Data was acquired continuously during a traverse and was eventually

recorded as z increments ranging from 0.1 inches near the aircraft to

+ t2.4 inches or greater at large distances from the aircraft. The end

result is an average of three readings taken 20 milliseconds apart

with 5-hertz filters. Reference dimension information is given in

Table 2, and the final data is reduced to conventional body-axis

coordinates.

Comparison of Tdst Results

A general comparison of the results is shown Figures 16 through 19.

Figure 16 shows the normal force from several sources on the Mk-83 as

a function of normalized z-distance from the attached position. The

angle of attack of the store is or should have been "0", and this

coefficient is the increment due to mutual interference. Upon examin- A
ation of this data, it is gratifying to see that data from the NSRDC

[ U U 5% tests generally agree with the AEDC 5% test. The scatter of the

19
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data is quite large even after averaging three points in recording and

plotting only about every other point. Readily apparent is the data

shift for the 10% data. Two factors are involved. First there is

an obvious small angularity in at least the NSRDC tests. It appeared X

to exist at least at times in the AEDC data too, but testing was not

carried out far enough from the aircraft to be definitive. An approx-

imation to the free stream can be made by examining the asymptotic

behavior of the store. A large amount of the data far removed from the

aircraft was averaged together to form an apparent free stream for the

tunnel environment at NSRDC and is shown in Figure 18. The store

normal force coefficients in the tunnel free stream are in relatively

good agreement for the 5% and 10% tests, but they lead to discrepancies

in flow angl.. as large as 20. It is easy to see that such discrepancies I
could occur with alignment not taking into account any asymmetrical

| I blockage effects of the massive dual sting apparatus and possibly some

component misalignment on the model. 20 does not seem large and

does not seem a large factor here, but small angular discrepancies appear

V much more significant later for the M-118 store. It should also be noted

A that the discrepancy between the 5% and 10% tests and the best estimate

of the true store characteristics as reported in Reference 16 can be

roughly attributed to the reduction in the fin area aft end of the store

to accommodate the sting.

Shifting the data such that all of it decays in a consistent manner

does not affect the agreement of the 5% data sets, but the 10% data, at

least for the near positionis still considerably different revealing

the second factor, probably a Reynolds Number effect. Examination of

I the drag data, not shown here, tends to confirm thal this data shift is

20Ji
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due to Reynolds Number.

To complete the picture here, the NEAR mathematical model results

are also shown. It was originally thought that this model represented

rather poorly the 'close-in' loading, but the data here indicates a good

overall agreement even with the close-in position when the larger scale

data is considered.

Similar data is shown in Figure 17 for the moment, and the con-
-

- clusions are the same as for the force data. Equivalent free stream

data for the moment coefficient is also shown in Figure 18, and again

AtA

~angular discrepancies as large as 20 appear in the moment coefficient.

Furthermore there is a marked difference in characteristics of the

equivalent free stream aerodynamics between the 5% and 10% data.

Conversations with AEDC researchers indip.cate that this is not unusual

in tests at this scale: in fact it is the usual case. If this is the

I case then small scale data should be used very cautiously in defining

mutual interference data. Rather than use the data in its absolute

form, it should be viewed as a change from the equivalent free stream

of the tunnel and then combined with the real free stream environment.

The 10% data has the same characteristics as the estimated full scale,

and again the discrepancy existing can be attributed to the change in

fin region to accommodate the sting. .

Data comparable to the Mk-83 was taken for a single M-118 store on

the left inboard pylon of the F-4, and this is shown in Figure 19. Un- -r

fortunately 10% data was not available for this test, and the AEDC

data is of limited extent. The results are not of interest operationally

because this configuration cannot be flown, but they do reveal several

L21.
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shortcomings of both the wind tunnel simulations as well as the mathe- K
matical model. Results of the normal forces from the AEDC and NSRDC

5% tests appear to be very much in disagreement, but it can be seen Z,

that the asymtotic values again Indicate some flow misalignment. Shift-

ing the NSRDC data so that the asymtotic data decays toward zero tends

to give an approximate value of zero for the initial position values of

the NSRDC data but would not lead to a reversal of sign that exists in the

AEDC data. This fe~ture will be the subject of future analysis, but it

should be noced that one apparent difficulty which may be un-resolvable is

that data of this level is nearly within the accuracy of the system.

Also shown in Fi.gure 19 are the NEAR mathematical model results for

this configuration, and they are generally in disagreement with every-

thing. This illustrates the problem alluded to before that a strictly N

potential solution of this type cannot produce a force that changes A

sign, and the use of slender body theory breaks down in close where a

'buoyancy-like' term must dominate. Furthermore the M-118 store is far

from a slender body and may in itself violate the model. Lastly, just

as the test data is approaching the limit of accuracy possible, the

model itself may be doing likewise. Preliminary analysis of the data

indicates that at larger angles of attack, where the force levels are

larger, both AEDC and NSRDC data are in closer agreement with each

other as well as with the NEAR model.

Examination of the moment coefficients for this configuration

reveals that the same arguments apply. Shifting the NSRDC data for a

consistent decay value tends to give it the same general trend as the

AEDC data, but there is still a large disagreement for the rack position.

The NEAR model now has the same trend as the data, but this is considered
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fortuitous in view of the lack of correlation with the force data.

Use of the moment and force data from the different sources

shown in Figure 19 would clearly give different results for store

motion. There have been, from time to time, various comparisons of

the store motion close to the aircraft as a result of inaccuracies in

the data. This is only half of the problem. If the store-aircraft

interference is ever to be used in conjunction with aiming informa-

4 tion, the effect of various inaccuracies in the data must be carried

to some impact point. A broad general comparison of this was done by
-~iI

Maddox in Reference 17, but the fictitious store/aircraft interactions

were in general too large. Further studies along this line using levels

in agreement with loads shown in Figures 16, 17 and 19 are called for

to determine how good wind tunnel or mathematical model data must be.

Trajectory comparison tests then should ideally accompany most wind

tunnel investigations to verify if the test data is conclusive.

The use of a wind tunnel to simulate store separation requires a I

large number of detailed considerations especially if the resulting

data must be accompanied with trajectory studies involving perturba-

tions. The wind tunnel data techniques usually fall into two conflicting

schools of thought. One technique referred to as the Point Prediction

Technique, or in some cases the Captive Trajectory Sting, allows a store

to "fly" a limited trajectory in the tunnel in which each point is

computed from the simulated loads as seen by the model. The final result,

in this case, is a trajectory. On the other hand, there is a technique

which might be called a Field Array technique which seeks to map the flow

field or perhaps the loads on some store as a function of position and

attitude in the vicinity of the aircraft. The result Is a set of aero-

dynamics at discrete points in the combined flow field which must be
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used with separate programming to generate a trajectory.

:4Generally speaking, wind tunnel installaticns have tended toward
the PPT/CTS approach partly as a result of the neat concise form of

the final answer and certainly because of the unquestionable cost

effectiveness of generating a single trajectory. On the other hand,

field installations have tended toward a preference for the Field Array

data largely because of the data flexibility through which it can be

manipulated to apply to different flight conditions, different initial4

conditions or even different stores. Other important attributes of the

Field Array approach are the ability to make necessary corrections to
i ;

the data such as that for scale, ready integration of data from multiple

~ jsources and the small effort required to extend the trajectory to an

impact.

It would be most advantageous to the technical community at large

1 to try to retain both techniques which at first glance appear mutually

exclusive. This is an expensive proposition, however, to simultaneously

develop and keep current procedures and software for two separate tech- <*4

niques. Bamber, in References 18 and 19, foresaw some of these problems

and suggested, as an alternative, some sort of combined system capable

of doing both techniques. The numerical techniques developed there are

quite bulky especially in view of some current unpublished work, but the

1 comparison of systems is valid, and the conclusion has conolJerable

merit in future wind tunnel simulations.

I, g
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Carefully structured testing both in flight and on the ground serves

to verify the functioning of an airborne weapon delivery system. Marginal

; aerodynamic performance areas are usually identified by wind tunnels or

theoretical models. All reasonable failure modes, including instrumen-

tation systems, are anticipated with estimates made of their probabilities

of occurrence and of the consequences. Validated simulations are of great

value here and allow a quantitative analysis of worst-case failure modes.

This includes the concern for range safety under some conditions. Separations

' , ranging from jettison through pessible launch failures (i.e. week ejection, I.

control failure, and etc.) to perfect launches are all analyzed before a

new store/aircraft combination can be accepted for flight test. Finally,

. the concern is for success of the test and acquisition of engineering data.

Table 3 lists the engineering information that is sought in normal flight

testing. An evaluation is made as to the items that are nearly always

obtained and those which are more difficult to instrument and are thus

acquired only in special cases.
:Ii

An example of a program inich includes most all of these considerations

is the recent missile development program for the Air Launched Low Volume

Ram Jet (ALVRJ), and a brief description of the separation investigation

of this vehicle may serve to illustiate the interlocking nature of various %

features of this type of launch certification. The missile was developed

I'by Vought Systems Divisi~n of LTV Aerospaice Corp. as a propulsion test

,bed and had a critical separation phase requiring launch Vithin narrow

Mach Number and angle-of-attack Limits at the performance limit of the

A-7 launch aircraft. With fixed fins. it is statically unsLable at launch
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TABLE 3

ENGINEERING DATA ACQUIRED DURING SEPARATION PROGRAMS

Typical Status

Determined Instrumented
Prior to During V
Flight Flight All

Aircraft Related Variables:

Mach No. ----------------------------- 2
Altitude ---------------------------------- 2
Normal G-Load --------------------- 3
Lateral G-Load -------------------- 3

Angle-of-Attack -------------------- 4
Angle-of-Side Slip -----------------
Trajectory Vertical Angle ---------- 3
Pitch Attitude -------------------- 3

Roll Attitude --------------------- 4
Store Station --------------------- - 2
Adjacent Store Loading ----------------- 3
Local Flow Field -- Infl. Coef. - .... 3
Local Flow Field --- Angularity ------ 4 6

Ejector Support Struct. Compliance -- 5 6

Ejected Related Variables:

'lass ----------------------------- 1
CG Po.;tion ----------------------- 2
Moments of Inertia ------------------ 3

Free Stream Aerodynamic Char. - ...... 3

Control Characteristics ------------ 3

lhrust Claracteristics -------------- -2 2
Structural Vibration Char. ---------- --- 3 4
Translation Rel. toAicat----3

Body Angular Rate History ----------- 3

Angular Attitude Rel. to Aircraft ---- 3
Vr 'y Accelerations ---------------- 3

Control History ------------------- 3

Store Related Variables:

Ezd-of-Stroke Valo-ity -------------- 2 4

End-or-Stroke Pitch Rate ------------ 2 4

Stroke Position History ------------ 4 4
Stroke Force History --------------- 4 4

Cartridge Loading ----------------- I
?lumbing Initial Temperature ....... 4
Sway Brace Pre-Load ---------------- 5
Stow Loads ------------------------ 4 5
Piston G.s Pressure History --------- - 3 5
Ejector Pitch Rate History ------- 4 4
C artridg-Related Tolerances --------- 3

Legend:

1-Always, 2 -Usually, 3 - Sometimes, 4 - rarely, 5 - very rarely, I
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and it must be stabilized. Tenth scale captive rig model tests in the

NSRDC tunnel indicated a strong pitch-down flow field throughout the

nlanned launch envelope; thus a modified single piston ejector was posi-

tioned to apply the ejection force aft of the mnissile CG off-setting the

pitch-down flow field for a limited flight range. In addition to the above

constraints, the booster motor was an experimental design so that ignition

was delayed until 5 seconds after separation.

Considerable simulation of the separation phase was undertaken using

various control and ejector failure modes. Fixed fin and hard-over fin as

well as weak and overly strong ejector impulses were tried. In addition,

elections at the instant of aircraft response to an air gust were simulated. ,

Three fixed fin unthrusted versions of the ALVRJ were launched at pro-

pressive3y greater Mach Numbers at the planned altitude. These were known I
as the STV (Separation Test Vehicle) one, two,and three. As dynamic

pressure increased, their transition into tumbling occurred sooner after

launch ia accordance with predicted behavior. Table 4 compares predicted

and test results from Reference 2i for the three STV's.

The first real ALVRJ launched was the DTV No. I (Demonstration Test

Vehicle No. 1) shown in Figure 21. Comparisons of predicted and actual

V separation dynamics are shown in Figures 22, 23, and 24. Both pre-flight

and post-flight predictions are made. The pre-flight prediction assumed a

standard atmosphere and the launch aircraft flying at the planned launch

condition. The post-flight prediction was initiated with the actual atmos-

pheric condition and the launch aircraft flight condition. The post-flight 4

' V" prediction allows validation of the simulation. Since the three STV's were

unguided and unthrusted, only the first fraction of a second of their sep-

Laratilon trajectory afforded data for validation of the simulatlon.
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p TABLE 4

STV NUMB~ERS 1, 2 AND 3 TEST RESULTS

Launch Conditions:

STV NO DATE ALTITUDE MACH NO. DYNAMIC PRESSURE

1 10 Maiy 1974 13,000 .6 326

2 6 June 1974 13,000 .77 536

3 13 June 1974 13,000 .84 627

Summary Results at 0.5 sec. After First Motion:

PREDICTED VALUE TEST DATA

Vertical Clearance 9 to 12 ft. 9 to 12 ft.

Pitch Attitude +10 at low Mach No. .-20 at low Mach No.

-160 at high Mach No. -120 at high Mach No. -

Roll Attitude -20 (ejector on CL) -70 to .-120

-270 (ejector 1/8 in.

left of C/L)

28

4 *



10th Navy Symposium on Aeroballistics

Vol. 2
ThiL sorttof analysis represents a formidable undertaking for a single

Store/nIrcraft combinatLion in a limited flight range. Similar undertakings

- for allI stvre/aircraft/flight conditions constitute an Impossible task.

Oki the other hand, traditional test techniques invoLving starting from an

obviously safe condition and gradually progressing through the flight envi-

ronment also represents an ineffective procedure. Some combined use of

theoretical models, simulations, data from other tests and limited flight

tests must be brought together in a simple effective analysis of the sep-

aration process.

Measurement of Stowed Loads

" lost local flw fields are at their greatest intensity at a nominal

missile-stowed position and decay monotonically with distance below the

aircraft to the free stream. Thus, measurement of the air loads acting oni

the store while in the stowed position is beneficial. The local flow field

air loads are separated from the total air loads by using the known free- 9

stream aerodynamic characteristics of the store by post-flight computer

- processing of the data. "On line computation would require high capocity

' i. machines; however simplified data libraries could be used for approximliate

". on line" determination of the local flow field. This could be of con-

siderable value in conducting an extensive flight test program by direct-

ing the test pilot toward (or away from) the most critical portion of a

- flight envelope.

- Once the stowed loads are determined, wind tunnel grid surveys for

the store determine the rate of attenuation of influence air loads with

vertical distance. Use of only the stowed-loads influence field coef-

; ificients has led to good results in some cases as described in Reference 22.

Grumman Aerospace Corp. used both the stow-loads-determined influence field

coefficients and captive rig grid-survey-determined influence coefficlents
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in its separation math model for predicting AIM-7 separation from the

F-14. The best results were obtained with the stow-loads-determined coef-

ficients in the subsonic and transonic speed regimes and the grid-survey-

determined influence coefficients in the supersonic regime

Unfortunately there are a number of situations where stowed-loads do

not accurately indicate the influence field at positions below the stow

position. This is true where shock waves emanate at acute angles from

major launch aircraft components at supersonic speeds, as shown in Figure 25

from Reference 23. Abrupt changes in influence coefficients can be expected

when traversing downward through such shock waves. Anomalous flow condi-

tions at certain flight and adjacent store loading combinations can even 4

strongly vary the influence field even within the stroke distance of an 9

ejector. In Reference 24 it is reported that- the AIM-7E at station 4

(fuselage aft centerline station) of the F-14 experiences an increasingly

strong nose-up pitching moment from the stowed position to end of stroke at

high dynamic pressure transonic speeds; however, Reference 24 goes on to A

say "by Mach 1.2 the trajectories match the strong nose-down predictions

indicated by wind tunnel and installed loads flight tests". Figure 26,

Reference 2 4 ,shows predicced and flight test results compared for station 4

separations within the transonic regime. Another instance during stowed

loads flight testing of the F-14 in which measured stow loads lead to an

erroneous prediction of separation trajectory was in the case of a small

bomb carried on a forward left hand station. The local flow field at this

one station experienced an anomalous preturbation due to outflow from a

vent on the underside of the F-14. Maddox, in Reference 17, stressed the

strongeffect that the close-in gradients of the influence force field can

have on the separation trajectory. This situation can be aggravated in the
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case of an unstable m4 sile such as the AIM-7E which is statically unstable

at subsonic speeds and small angles of attack.

[ In response to the need to measure full scale stowed air loads in

- flight, a number of force balance configurations have been devised. One

- technique is to instrument an operational rack with strain gages. Two such

racks, the MAK-79 -and the BRU-10, were used in the program described in

Reference 25 with the F-14 external stores certification program to measure
Ii

the stowed loads on a variety of air-to-ground stores. As a result of the

great number of external store combinations only the worst flight conditions

and store loadings were flown. By "on line" processing of the telemetered

data from the F-14, it was possible to alter the flight conditions during
,.

testing thus allowing optimum use of flying time to evaluate the many com-

, j binations of external store loads.

Hooton in Reference 26 describes a similar instrumented TER rack. All

1standard racks of this type must be strong enough to hold a heavy store

under maximum expected stowed loads; thus the separation of air loads N

becomes a difficult calibration problem with very large tares. As a result,

such racks frequently have limited ranges and/or do not measure full six-

degree-of-freedom loadings. Smith, in Reference 22, describes the use of

another type of device that still has difficult calibration features but

-" has lower tares. The device incorporates a balance designed to go insid,

a lightweight shell. It can be used with any configuration for which a

U Idummy shell to represent the store will fit over the balance. The most

extensive use of this device has been with a Rockeye II store, but the

results were inconclusive because of an inability to make a confident cor-

relation between aircraft flight conditions and wind tunnel conditions.

In addition to the instrumented racks and more sophisticated airborne

balances, the quest for reliable large scale loading has even led
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investigators to attempt extendable load measuring devices, but the hard-

ware and other associated problems have kept this device from becoming a

practical reality. .4

Ejector Characteristics

The ejector plays a key role in intiating the separation trajectory,

and studies such as Reference 17 have shown the ejection event can have a

strong effect on the separation motion near the aircraft as well as the 4'

impact point for unguided stores. In addition, the ejection can also

strongly affect the structural integrity of light weight structure stores. 
A

Included in the factors that affect the ejector characteristics are the mass

properties of the store itself, air loads on the store, compliance of the

supporting structure of the ejector, and the cartridge burning and internal

gas dynamics in the case of the hot gas ejector. Characteristics for an

ejector are usually determined experimentally in what is sometimes called

a pit" test '.. :e the ejector is mounted on a rigid support and physically

ejects a body of dynamic properties similar to desired stores. The body is A

sometimes rigged with some sort of elastic restraints to simulate aerodynamic

loads. Results of such a test are shown in Figure 27 from Reference 29 and a

in Figure 28 from Reference 30. Repeatability of these results under oper-

ational conditions as well as the effect of the crudely simulated air loads

have both raised serious doubts of the meaning of such results,and espe-

cially of the use of fixed end-of-stroke condition as an input.

The interaction between the ejector and the supporting structure has

recently been investigated by Devan as reported in References27 and 28.

Military Specificationsrequire that ejection racks must be qualified by

structural testing to loads 100% in excess of worst expected loads, and -4

one would expect the result to be a fairly rigid structure. On the other
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hand, store release films, particularly for the Multiple Ejection Rack,

clearly show considerable vibrational excursions in many cases. The

!. representative case examined by Devan was a MER on the center wing pylon

4 -of an A-7D and loaded with M-li1 bombs. Second, fourth and sixth release

stations were considered for a dive angle of 30 at 10,000 feet and a Mach

Number of 0.9. Aircraft pull-up rate in the vertical plane was varied

between 0 and .1 rad/sec., and representative air loads from 5% wind tunnel

1ttcing were used. General computational results illustrated in Figure 29

- are summarized as follows:

(1) Ejection velocities,mainly vertical component, deviate by

15 percent or Less from the rigid case.

(2) Ejection pitching and rolling rates are affected significantly

by flexibility. For the second bomb in the normal release
-4

- sequence at .1 rad/sec. aircraft pull-up rate, the increment

"'* 1is about 35 percent of the rigid case.

(3) Ejection yawing rate is insignificantly affected by flexibility.

SFinally, in recognition of the variability of current ejector char-

acteristics to various factors, a number of adaptive or "smart" ejectors '

have been developed in conceptual or prototype form such as described by

- Maestri and Schindel in Reference 20 to use various levels of feedback of

aerodynamic information to place the store in a more predictable condition

outside the interference flow field of the aircraft. No known flight test-

i- ing or ground simulation of these concepts is available at this time.

A Comparison of Separation Prediction and Testing Results

Even with limited knowledge about most flow fields, separation predic-

SI" tion has in most cases become sufficiently accurate to define safe or 4

unsafe launch conditions when backed up by wind tunnel testing and sufficient
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analysis particularly parametric studies to reveal especially sensitive

conditions. The separation perturbation on aiming of a free fall store

haf° not yet been introduced into use exoept through a large sample statis-

tical approach. As indicated previously, the ALVRJ did have considerable

4initial testing to define its separation characteristics, and the corn-

parisons of pre-flight prediction, flight test and post-flight corrected

prediction are shown in Figures 22,23, and 24. The AIM-7 on the F-14 is

less well defined even with considerable background investigation. The

results of this store separating from a semi-submerged fuselage station

at high dynamic pressure and low G-load are shown in Figure 26.

Agreement between wind tunnel derived interference effects and flight

test results is achieved by treating the wind tunnel data as a library of

interference influence coefficients and by adjusting the library to agree

with flight tests as more experience is obtained. Such adjustment would -

account for scale effects such as shown in the Simulation Section or eny

other effect not covered by the wind tunnel testing, but it is generally

an empirically determined adjustment. Once predictions agree with one or

more flight test separations, the library is assumed trustworthy enough to

predict separations of that particular store under similar conditions.

Figur2 30 taken from Reference 31 is an example of such an adjustment but

-i care must be taken to guarantee that such a representation is not misleading.

For instance, the results of Reference 31 are for an inactive store and

hence the correlation is probably not at all general.

Instrumentation and Data Reduction

Adequate validation of an empirical separation math model is pre-

dicted upon accurate and complete instrumentation of flight test separations.
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By math model in this sense, the meaning, as opposed to the theoretical -@

math model outlined in the Analytical Section, is essentially a trajectory

program with a library of aerodynamic functions which represent the con-

;.figuration in question. The extent to which a separation math model can

be forced to fit observed data is limited not only by the library but also

i" by the data accuracy. As indicated in Table 3, time and cost preclude

instrumenting for many variables to describe fully a store separation

unless the separation is of critical importance.

Inertial instrumentation (accelerometers and rate gyros) is partic-

ularly useful in analyzing the first motions of an ejected store, and in

one program it was found that a double time integration of accelerometer

t data agreed closely with onboard camera data. Accelerometer data has been

used exclusively between hook opening and end of stroke 1, determine initial

loads on the missile. Photographic data has generally been too slow during

this period, and second time derivatives of its data resulted in erroneous

Jr-L" accelerations. Accelerometer data has been continually telemecered because

of its high frequency content, while other variables were sampled as .igher

rates.

Photographical coverage of store separtions is most useful in de-

termining clearance with other stores and airciaft. Onboard cameras pro-

viding timing marks on the film to aid synchronization, are carefully

located and boresighted to produce accurate store separation kinematic data.

Reduction of movie films to extract relative store/aircraft kinematics is

done by tracking reference points on the store images. Triangulation from

_A several different cameras allows construction of the store trajectory in

t the aircraft coordinate system. A new faster variation of this technique

has been developed at Point Mugu as the Photo Data Analysis System (PDAS)

employs a television mixing system to 3uperimpose an image. The system is
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described in greater detail in Reference 32. Achievable accuracies with

good lighting and proper positioning of onboard cameras are 0.1 ft. in

position and I in angle.

Ground based theodolites furnish separation data up to several

thousand feet above ground as well as subsequent trajectory information,

H but airborne theodolites, which are dependent on highly stabilized optics,

are still under development. Radar coverage of store separation from

ground tracking radar is of limited usefulness because of the inability

to distinguish two separate bodies until they are some distance apart, but

radar is most useful in tracking after the separation phase.

I i5
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iL °V -CONCLUSIONS/RECOMMENDKIONS

'i
Operational techniques for mathematica.'Li modeling the store/

aircraft flow field now allow at least one class of bodies (slender)

to be treated even in complex configurations. There are some intprove-

ments still necessary in simulating the various component interactions

for the flLw field and for dealing with scme of the more complex

relationships in body loading such as the buoyancy component. A Large

improvement is probably possible by employing the more complex models

which use surface singularities.

Wind tunnel simulatLons show the sting to be less a problem than

anticipated. There is, however, a large scale effect in evidence, and
IN

additional work is required oa this effect. Flow angle anomalies were

observed, and in one case a large blunt store gave very erratic results

ii two different facilities particularly in close to the atta!hed posi-

tion. This region of erratic behavior in wind tunnel simulations

I coincides with the region where mathematical models also produce

questionable results. Equivalent free stream conditions for the wind

tunnel create a problem in interpreting the results.

Store separation, when backed up by adequate wind tunnel simula-

tion and analysis, can be predicted for many cases, but the typical

operational test or certification for flight of a utility pod does not

rate sufficient back-up information. In addition, much of the data

on separation produced by research facilities is rot in a format that

is easily used by field facilities. Theoretical mathematical models

. L would be most effective for field activity use if the internally

generated aerodynamics were capable of being supplemented or revised
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by empirically observed conditions. Likewise, the most useful wind

I tunnel information is the basic aerodynamic information corrected

r for scale effects in some form of array as opposed to a store

trajectory. The latter imposes the inverse problem of extracting the

basic aerodynamics from kinematic data, while the former provides a

vehicle for transforming the results to other conditions. Cheaper

more:! effective instrumentation is desirable as well as ground equip-

ment to evaluate system performance such as an ejectory dynamometer

to determine ejector output under various conditions.

N :
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ABSTRACT

A theoretical structural dynamic model of a MER (Multiple Ejection Rack). i

based upon Bernoulli pitch and yaw bending deflections and torsional rotation, is I
developed. Six-degree-of-freedom store-ejection conditions are predicted. 3

Sample cmputations Were made for a M4 17 bomb 'and constant aircraft

pull-up rates corresponding -to up to a 39 "g" normal Acdeler,ion. The 3
computations were for the second, fourth, and sixth bombs dropped in the normal

release sequence from an A-7D right wing center pylon station. j,
Ejection velocities computed do not deviate more than 15% from the rigid case.

Ejection pitching and rolling rates are affected more significantly by flexibility. "
-J

However, the pull-up maneuver alone affects the ejection conditions to a greater

extent than flexibility for most ejection variables and "g" values greater than 2.

6 9

1V..



10th Navy Symposium on Aeroballistics 2

Vol. 2

I j . INTRODUCTION

Structural flexibity of multiple ejection racks has been recognized as being an

4 important factor in predicting. the dynamic response of aircraft carrying external

stores in References I and 2.

In Reference 3, the effect of MER flexibility (not including aircraft structural
L- modes) was considered. This report is an extension of the work presented in

Refi-:"ice 3, in which the detailed development was limited to MER pitch plane

bendLg and pitch plane motion of the released store. Here, MER pitch plane and

yaw plane bending and torsional deformation are considered together with 6-D store

ejection dynamics.

11. STRUCTURAL DYNAMIC MODEL r N

~ iMajol m~&mptions and features of the model were given in Reference 3. The

assumptions are repeated below:

(1) Wing, pylon, hanger, shoulder pad, and ejector unit deformations are . ;5

neglected.

(2) Coriolis and centripetal accelerations induced by deformations are neglected.

(3) Bernoulli beam pitch and yaw deflections are considered. Torsional

deformation is assumed to induce no longitudinal stresses. Longitudinal

oscillations are neglected. A-

LI(4) Lug connections from the parent rack to the MER are assumed to be
pinned. Parent rack sway brace reactions are assumed to be spring forces.

It is assumed that the sway braces do not break contact with the MER

during deformation.

(5) Static and dynamic aeroelastic forces on the MER are neglected due to
lack of experimental data.

(6) Kinematics of the ejector foot and in-carriage store e.g. are computed from

beam deflections arid rotations at beam-ejector unit connection cross

sections using linear interpolation relations.

(7) For a given cartridge, a single ejection force-time function is assumed for

all store loads. Ejector force dynamics are assumed to be independent of

beam motion.

(8) Beam motion acceleration, aircraft acceleration, ejection force, and

aerodynamic loads for in-carriage stores are translated into beam loads by

statically determinant computations.
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(9) For the applications given, all stores in-carriage are identical.

In Figure 1 are shown coordinate systems used. x,y,z is a right-handed

coordinate system embedded in the rigid MER beam. x coincides with a line of'

shear centers. y and z are parallel to the aircraft symmetry plane. X,Y,Z is parallel . .

to x,y,z and embedded in the rigid aircraft frame with origin at the initial rigid e.g.

ii, location of the store being released. x', y', z' is a right handed set of body

coordinates with origin at the -translating store e.g.

A. Structural Model and Influence Coefficients

Parent rack lugs are assumed to be pinned connections for the purpose of

computation of all reaction force components. Sway brace arms are assumed to be

springs. Figure 2 shows some of the force and 'geometric relations.

At the lug cross section, a rigid rotation about the lug centerline is

assumed.

t?+d 2 0 = 0 (I)

ri is the yaw deflection and 4 the torsional rotation.

At sway brace cross sections, the forces P, and Pr are assumed to be .

proportional to the displacement along the line of action. From this assumption and

the yaw, pitch, and rotation deformations, ni, ', and one can obtain (see

Figure 2)

P, k[dl sin e - cos (e +y) - "sin (e +vy)l + P0 (2)

P11= k[-d, 1 sin e +, cos (e +y) - "sin (e +,y)1 + P0  (3)

If the preload, P0 , is large enough Pr and P, do not go to zero (break of

contact). If P0 is very small, one can assume contact is broken immediately upon

deflection. Intermediate values of P0  lead to nonlinear forces which are not

considered. Beam loads in the z and y directions and beam torque are computed

from Equations 2 and 3 and the geometry of Figure 2.

F, -ck sin 2 (e + 7) (4)

71 I
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Fy= -ck cos (e +,y)] [i cos (e +7) -d 1  sin el (5)

Mx  -ck sin ed, [d10 sin e - q cos ( +7) (6)

L c is 2 for P0 large (no break of contact) and c = -for P0 small (immediate break

of contact).

Determination of influence coefficients leadr to three subproblems. For the

first problem, unit forces in the z direction are applied at collocation points j and "

deflections computed at i (see Figure 1). The bending deflection equations in the z

direction may be obtained from

= CiFzj (7)

For the second and third problems, unit y forces and unit torques are applied and

77 and 0 are computed. The coupled yaw plane bending and torsion equations of

motion may be obtained from

i
0 C;Fyj+ CMxj (9) .

Longitudinal forces contribute to moments MY and M, which lead to ]

I' - negligible deforniations. I
Distributed loads due to gravity, aircraft normal acceleration, and structural

'" dynamic acceleration act along the beam. Beam inertia distribution is approximated

by point masses and point rotational inertia.

Much larger loads act at the in-carriage bomb centers of gravity.

Aerodynamic loads as well as the loads which act on the beam are also considered.

During store release, a reaction to the ejector force also acts on the beam.
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B. Natural Frequencies and Normal Modes

The MER beam contributes much smaller inertial terrns than the stores.

Displacements at the store centers of gravity are, assumed to be linear interpolations

of displacements at aft and forward hanger cross sectidns (e.g., poiints 8 and 9 in

Figure 1). The inertial oads at store centers of gravity are translated into beam

loads by statically determinate computations. i

For a store with c.g. located at ( i, ) inertial loads at the c.g. are given

by expressions like

F = -Mf(+ y ) (10) ( [

Xh (12)

1P Nla fl i(4 a Of)] (13)
Xh -

where

Xf a + Xa rP-i
: xtt 'a + x a "n , [

Xf'?aXh ,

The e.g. loads are converted to beam loads by solving the statically

determinant problems for the forces at the connection points between the ejector

units and the beam (see Peference 3). Substitution of these forces and the smaller

inertial forces associated with the beam into Equations (7) -(9) leads to the
eigenvalue problem.

Release of the first, second, and sixth (rear q, forward qj, and forward

right shoulder, respectively) in the normal M R release sequence (see also Table 2)

75 j [
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leads to two separate eigenv::tae problems. In this case, there is no mass unbalance

__(after release). One problem leads to modes associated with t motion. The other

problem is associated with q, 0 coupled motion.

F For the mass unbalance cases (after release) of third, fourth, and fifth

bombs (rear left shoulder, forward left shoulder, and rear right shoulder,

respectively) released ', t, and 0 motions all are coupled. Difficulties were associated

with these cases in solving for the eigenvalues and resultant dynamic responses. For

an unbalanced mass configuration, a variable transformation from , it, to ' + ,

t- , for an unbalanced mass would probably resolve the problems encountered.

[ Time did not permit reformulation.

The general formulation is non self-adjoint except for the case of the sixth

bomb ejection (MER. beam only).

The normal modes and eigenvalues are applied to the solution of the

equations of aoton in the next section.

C. Dynamic Respo6nse of MER Bearn to Store Ejection

For the mass balanced cases (after Ist, 2nd, and 6 th bomb released) the

general equations of motion are

i ijmjU + U4 - eiFe(t)  (14)

{ i -KY0] i + L -Y0 Key Fe (t) (15)

Solution of (14) and (15) may be obtained by expanding in the

eigenvectos and using orthogonality between the eigenvectors and their adjoint

eigenvectors. For the first and second bombs released, cases Kyi = 0.

For the mass unbalanced case, the general equations of motion are given

as

i [r,,{,lz K zIF(t) (16)

't} L ii J  "
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Iii. EJECTION PHASE STORE DYNAMICS

A. Ejectioti Kinematics

The kinematic problem consists of finding the intersection between the

straight line associated with the ejector foot and the cylindical surface of the

ejecting store. No friction between the bomb and the ejector foot is considered

(bomb is free to slide).

The point, P (Figure 3), is located where the ejector fobt exits from the

f ejector unit. Some of the geometry for in-carriage conditions are shown also in

Figure 3.

Coordinates of the point P in X, Y, Z coordinates are computed from the

initial rigid geometry and beam deformation. Deformation coordinates of ihe point P

are compatible with the assumption of linear interpolation between forward and aft

ejector unit connection point deformations.

Xp = Xpo +Zh p ]hYh - [p (16)i! 1%, " X

Y = - yp)+ia + X Zp (17)

Zp -(I- zp+ 0 p -p ypOP (18)

-where

I Xh0p= --- '

Op = ,and -
Xh

- '

(xh.- xp) +Otx pOp X

SOp,p. ind p may be considered to be a local set of Euler angles

associated with the deformation of a set of axes with origin at P and parallel to X.
Y, Z. signs are associated with right and left (looking forward) shoulder station;,

respectively. Xpo is the initial piston moment arm from the store c.g.

___i77'



SHOUDERloth~ Navy Symposium on Aroballistics

EJECTIONLOER CONNECTION

W4 UNCTITNI

h oz

aI y+

LOWER CONNETIO

Ip

z R
SFIGUR 3(o)

1 781

0i' >p 0



INavy SYMposium on Aeroballistics

Vol. 2

II

U)U

31CD

'a..
00

iSOi

fiAt
OJ &

79I.



10th Nayy Symposium on Aerobullistics

Vol..2

Initial conditions for the store e.g. in-carria~ge are given by similar

expressions.

(0) = Op(O), Os(O) 0, 0,(o) = 0(O) (19)

'X ( o ) ( Z *Z p X h

-'A0 (,- 01)

-(Yh +Y Y,p) P - J (20)

~ ~a~ ()- 2(o)(21)

",a2) a p ± - (o) (22) "

P i later ti,!s, :he six-degrees-of-tredom are determined by store dynamics.SLI
From "X V Zp, p, p, t, Op 0 ), (X s, Ys1 Z, (.h, 03, 0,), the store 3

1 .. tu..-er, wd :N, ar, , for small angles one can obtain the coordinates of the

poir't f ister~ection oi the ejector foot with the cylindrical surface of the bomb. 1 4

Subsequently, one can ,cmpute ejector force moment arms and ejector foot ,

disolacement needed for store dynamics. -
[1 B. Eje...ion D c 4,

Rel..mc conditions for a bomb are at an elevation angle of 0., constant

pull-up rate . 00, Mach number Mo, and angle-of-attack cto.
L Stoic aerodynamnV' loads are al:..med to be a perturbation of in-carriage

values (CNO, CY0 . Cuo, Cno). F r small angles and short ejection times

4

CN CNo +CmN. ( 0 (ao- cto)

I *L

Cn Cno cm 0(o)P (23) 1
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a- c o  0 + V(24) j!

P S+V'V (25)

The perturbation terms are given by free stream aerodynamics using local slopes.

Functional values of c% and 0 indicate what angles of attack are used for

computing local slopes.

Dimensionless aerodynamic forces for the body axes are

F = _C - C (%0 )(x - ot)Q0S +.

Yo CNaw°)

Q0 S

F'
QS  =CD

QoS

~ =CoCm~()0+C rD
Qo SD Cn 0 Cma(°)0 C n r 2V

qD ,im°0 + CM (ao°)(a -Ci°) + CM q2V
QoSD m(-

opD C 0 + C °  (26)

C, Cmq, C, are nominal values and do not greatly affect the solution.

The translational equations will be written in terms of coordinates relative

to X, Y, Z coordinates. For small angles and linear aerodynamics, the equations are

linear as in Reference 3. The rotational equations of motion remain nonlinear.

The direction cosines of the ejector foot are given by

2 = :sin 0, 0p + cos 0 00 P

m = sin 0. - Cos 004OP

n = +sin Oop + cos 0  (27)
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Contact point of ,the ejector foot with the bomb surface in terms of[j coordinstes X, Y, Z with origin at the store c.g. but parallel to X, Y, Z are given

by

+ -2(X - Z)O + 20.(X. - X,)Jm
n nn

.. ~ 2m2  m~y Y)R 2

+J +"2"(Z3s - Zp) - 2  (s- Y) -R

+ - (  - XP)(Zs - Zp)- 20s(Ys - Yp)(X,- Xp)

m2
2 -- (Zs - Zp) 2 +(YS- yp) 2  2 (YyXZ Z) = 0

U = 1(2+z - zP)- (YS - Yp), U n

9x= -z+z- zp)-(Xs -Xp) (28)

The root for "2 with the negative sign is the proper one. The ejector throw length

Ji f om point P at anytime is given by

z + Z3 - Z,
LIpt n (29)

Approximate equations of motion are given as

, ~~~O = , - - ''0 - 00

-°1Ws +V°%6-Ox +---gsinO°
,S
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, YO-CN9PCD#s+OiCNOl+M

MS 4!
Q0 j

F0  C ,+m0)+CDV-mZ1YO

F0  *1 
0

Q0 SD F )C----pr 1 -0.~ + Ca ('lo) Cq2

FF

+, pr +COl.

s q- rO,- 
4

S r + qO (30)

brasComputation begin at the in-carriage position and end when the store

breas cntat wth he oot(end of stroke) at time, t =t 0
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The three ejection velocity components are defined as

{~V V . s(te)

We Wte)- 0 oVte  (31)

The above are the velocity components relative to the initial velocity vector of the

store (wind axis components). W' = (We2 + V2)4 is usually defined as the ejection

velocit)

IV. Y' ,E.J COMPUTATIONS

A. !nput Data Generation i

The model developed in the sets of equations in Sections 11 and III were

I programmed for the CDC 6700 with general input variables.

Bending stIffnesses for the MER beam were estimated with the aid of
Reference 4. Torsional stiffness and shear center location were computed from the

St. Venant theory of torsion(s ) and agree to within 20% of the simpler shear flow

estimates of Bredt.(6 ) Inertial properties of the beam were estimated from cross

section geometry and material densities. The parent rack was taken as the AERO-7.

K H. Washmuth (7 ) indicates that the AERO-7 sway brace pad deflects .1" for a 2000

pound load. In the sample computations presented herein, only one pad at a time

was assumed to be in contact (the most flexible condition possible). MER beam and
ejector geometry were taken from Reference 8. ".

!. Tables I and 2 summarize input variables used for the sample computation

given below.

As in Reference 3, an ejection force-time curve was assumed to be a mean

curve for the MER ejector unit with a MK 2-1 cartridge.

J In-carriage loads for all stores carried was available for the M-117 bomb

from Reference 9. Hence, all computations were based upon these data. These loads

H are typical of the center wing pylon on the A-7D (right wing) at Mo = .9.
Free stream static aerodynamic data are taken from References 10 and 11.l Iii Dynamic aerodynamic data are from Reference 12. 84
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TABLLE 1

SAMPLE COMPUTATIO'N INPUT VARIABLES

MER DATA i 1
Material Properties (7075 Aluminum alloy)

E~~~ 3. psi G =10.4 X 106 psi

Sway Brace Variables
d1  5.5 in, d = 4.0Oin, y 510 , e 90

k =2000 lb/in, c 1 .

Second Moments of Area

On strongback: Izz (pitch planie bending) 43.1 in4

I,(yaw plane ben-ding) 18.06 in4

J (Torsion) J =42.62 in4

Off Strongback: 1 271i 4 , 1~ =1.3i 4

3 38.92 in4

Collocation Point Geometry and inertial Data (MER Beam)

j1 2 3 4 5 6 7 8 9 10

(Collocation.

Point number)

x, (in) 0.0 13.0 33.25 45.75 50.75 70.75 75.75 91.25 106.75 127.00

mj (bs) 5. 36.0 36.80 8.70 12.40 12.40 10.10' 15.40 363 34.10
ij (lb-ft2) .24 4.96 5.02 .42 .60 .60 .50 .75 5.09 4.87

Ejector unit connections at j 2, 3, 9,10

Lug connections at j = 4,7

Sway braces at j = 5,6

Ejector Unit Geometry

Xh =20.2 5 in, xP 8.25 in, 0. 45' 1

- t (end of ejection) =4.2 in

Centerline unit: Yh = 0, zh, = 5.75 in, yp 0, zi, 8.25 iii,

Shoulder unit: DZ = 2.88 in, DY = 1_.0 in, Yh =3.31 in,

Zh= 1.9 in, y =5.6in, z -1.0in
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TABLE 2

SAMPLE COMPUTATION INPUT VARIABLES

)M-117 AND RELEASE CONDITION DATA

Store c.g. Location Geometry

x2 = 7.95 in.

Centerline store: = o, 1 - 17.5 in.

Shoulder store: y ,= 11.6 in, 2 = 5.5 in.

Store Inertia and Geometry

D = 16 in., Ms =824 lbs, Ip = 1609 lb-ft2

Ir =148 lb-ft2

Normal MER Release Sequence (Looking Forward)

4 * 0 6 Forward Number, N, refers to store being

~1• Sreleased.

" 2

3* * 5 Aft Configuration just before release

1 consists of stores, N < M < 6

"V IIin-carriage.:I Store Dynamic Aerodynamic Coefficients

P -1 mq =-1.3 Cnr 43

Aircraft Release Conditions

H = 10,000 ft, Mo = .9, 0o =-30'

jllI
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0 the pull-up rate of the aircraft, was varied from 0 to .1 rad/sec, [

corresponding to normal accelerations of .9 g to 3.9 g. The store angle-of-attack, a.,

was assumed to vary linearly between .5* and 70 in the interval for 00.

B. Discussion of Resuitg-

Computations for figid and flexible cases for the second, fourth, and sixth Ji
store are summarized in Figures 4-13. A indicates flexible minus rigid -values.

For the second store, 4 pitch-plane bending and 4 torsional-yaw plane

bendi; ig modes were used. For the fourth bomb, 3 modes were used. For the sixth

bomb, 5 pitch plane bending and 3 yaw plane bending-torsional modes were used.

The number of modes chosen is compatible with the accuracy of the approximate

computation.

The case of the second store dropped was computed in Reference 3 for

Z 3-D dynamics. As noted in Reference 3, structural loading increases with the pull-up

rate of the aircraft, 0., but the effect of pulling-up is more import; than

flexibility in decreasing the ejection velocity. Here, the ejection velocity has a small

y component. Maximum percent difference for the ejection velocity is about 11% or

slightly larger than for the planar case. Rolling rates are insignificantly affected by

flexibility. The pitching rate is significantly affected by flexibility as noted in

Reference 3; this is primarily due to a change in initial orientation of the bomb

with respect to the free stream (static aecroelastic effect). It is anticipated that the

actual static aeroelastic effect is somewhat smaller. The lower yawing rtes are

affected by flexibility to a lesser extent since the loading in the yaw direction is

less.

The case of the fourth store released is considerably different. Ejection

velocities are affected to a lesser extent, 5% or less, since part of the initial stored

potential energy and ejection force work is translated into rotational kinetic energy.

Pitching and yawing rate are affected to a lesser extent. Roll rate is significantly

affected. Computations show that pull-up alone affects the roll rate more

significantly than flexibility.

For the sixth store beam frequencies are much greater since after release

only the MER beam constitutes the structural dynamic system. Ejection velocity

jI effect is somewhat less than for the centerline release. Yawing and pitching rates are

slightly affected. Pitching rates are affected slightly less than for the fourth bomb

release case.
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U Differences between the effect on the pitching rate between the three cases

is due to differences in initial deformation. For second, fourth, and sixth bombs, 3,

2, and 1 bomb loads, respectively, are present in the forward carriage positions

before release.

The effect of pull-up rate alone affects all release variables to a greater
i l extent than flexibility above a certain break-even value of 0 as was shown in .

Reference 3 except for q. for the second store where the break even value is at
0 = .10 (rad/sec).

V. CONCLUDING REMARKS

A three-degree-of-freedom model has been extended to the prediction of
six-degree-of-freedom ejection conditions of a store due to gravity, pull-up maneuver,

7 lejector, and aerodynamic in-carriage loads acting on a flexible MER beam.

The ejection velocity is probably decreased by no more than 15 percentvfor the heaviest stores. The one new effect due to flexibility for a shoulder release

is for the ejection roll rate. Again, the effect of pull-up rate alone is more

significant.

L The effect of initial deformation (due to aircraft g's) on the ejection pitch

rate may be of importance. Aircraft wing torsion is probably important as well as

1: MER deformation. Wind tunnel captive store trajectory tests with flexible models

miht decide this question.
. The effect of flexibilityaircraft pull-up maneuver on weapon impact point,

must be determined by extending calculations through the interference flow-field to

target altitude. Such computations are the object of subsequent work.
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LIST OF SYMBOLS H
Coefficient determining level of parent rack swaybrace preload; I for very 'I

low preload; 2 for large preload.

CD Bomb drag coefficient.

CYj MER beam y deflection at jth collocation point due to unit force in y

direction applied at h collocation point (ft/lb).

"aii MER beam rotation at ith collocation point due to unit force in y

direction applied at jth collocation point (rad/lb).

CZ2 MER beam z deflection at it h collocation point due to unit force in z

direction applied at jth collocation point (ft/lb). 1)
MER beam rotation at it h collocation point due to unit torque applied at
jth collocation point (rad/ft-lb). ,d '

CQp Roll damping coefficient for a store.

C20  Store in-carriage roll moment coefficient.

Cm Store pitching moment coefficient.

Cmq Store pitch damping coefficient. Li
Cm a Store pitching moment coefficient a derivative.

Cm Store in-carriage pitching moment coefficient. i]
C, Store yaw moment coefficient. ]
Cnr Store yaw damping coefficient. V
Cno Store in-carriage yaw moment coefficient.
CN Store normal force coefficient. I
CN. Store normal force coefficient t derivative.

CNo Store in-carriage normal force coefficient. i

d Distance from MER shear center to sway brace contact point (ft).

dDistance from MER shear center to MER lug centerline (ft).

D Store diameter (ft).

E Modulus of elasticity in tension (lb/ft 2 ).

Fe  Ejection force (lb).

rF' Store x' body axis force (lb).

Fy Beam load in y direction (lb).

y Store in-carriage load in y direction (lb).
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Fy Store y' body axis force (lb).

Fyj Beam load in y direction at jth point (lb).

L Fz  Beam load in z direction (lb).

Store in-carriage load in z direction (lb).

i F' Store z' body axis force (Ib).

Fzj Beam load in z direction at jth point (lb).

g Acceleration of gravity (ft/sec 2 ).

G Modulus of elasticity in shear (lb/ft2 ).

Beam point rotational inertia at jth point (slug-ft 2 ).

Store pitch moment of inertia (slug-ft 2 ).

Ir  Store roll moment of inertia (slug-ft2 ).

Iyy Beam pitch plane second moment of area (ft4 ).

zzI Beam yaw plane second moment of area (ft 4 ).

J Beam torsion second moment of area (ft4 ).
i k Sway brace stiffness coefficient (lb/ft).

Beam y deflection or rotation at ith collocation point due to unit ejection

force (ft/lb) or (rad/lb).

KIV Beam y or z deflection or rotation at ith collocation point due to unit

4-'1 ejection force (ft/lb) or (rad/lb).

Kei Beam z deflection at ith collocation point due to unit ejection force
~(ft/lb).

Ki. yO coupled flexibility matrix (ft/lb) or (rad/lb) or (rad/ft-lb).j y, z, 0 coupled flexibility matrix (ft/lb) or (rad/lb) or (rad/ft-lb).

Kz flexibility matrix (ft/lb).

2 X direction cosine for ejection force.
7y1 Y, 0 coupled deflection due to constant forces (ft or rad).

t o' y,z, coupled deflection due to constant forces (ft or rad).

14 z deflection due to constant forces (ft).

2 pt Piston throw length (ft).
m Y direction cosine for ejection force.

M Aircraft Mach number.

mj Beam mass at jth point (slugs).

Ms  Store mass (slugs).
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NIX  Beam x torque (ft-lb).

Store x' body axis torque (ft-lb).

M Beam x torque at jth point (ft-lb).

MY Beam y torque (ft-lb).

°MY Store in-carriage pitch moment (ft-lb).

M1 Store y' body axis torque (ft-lb).

M Beam z torque (ft-lb).
Mz  Store in-carriage yaw moment (ft-lb).

Store z' body axis torque (ft-lb).
nZdirection cosine for ejection force.'

p Store roll rate (rad/sec).

P2 Left sway brace force (lb).
Pr Right sway brace force (lb).

P,, Sway brace preload (lb).

q Store pitch rate (rad/sec).

Q o In-carriage dynamic pressure (lb/ft2 ). 12
r Store yaw rate (rad/sec).

S Store cross-section area (ft2 ).

t Time (see).

te Ejection time (sec).

e  Us  at ejection (ft/sec).

U, X velocity component of store relative to aircraft (ft/sec).

Vs Y velocity component of store.

Vo  Aircraft velocity (ft/sec).
W , W a t eje c tio n - t 0 V (ft/sec ). -)w'Al

W,' (V,2 + V,2)1 (ft/sec).

W, Z velocity component of store relative to aircraft (ft/sec). .

x Coordinate along MER beam.

X Coordinate parallel to x with origin at in-carriage e.g. position of store
being released.

x Body axis along store centerline with origin at c.g. ,Z

X Axis parallel to X with origin at store c.g.

xa  x distance from aft sway brace hanger (MER) to in-carriage store c.g. (ft).

A'

103



T7.U,
10th Navy Symposium on Aeroballistics

Vol. 2
Xf x distance from forward sway brace hanger (MER) to in-carriage store c.g.

Xh x+xf (ft).

Xp x distance from aft sway brace hanger (MER) to the point P where the
ejector foot exits (ft).

Xp X coordinate of point P.

XPo0 Initial ejector foot moment arm (ft).

SXs  X coordinate of store c.g. relative to aircraft.

xo  x distance of in-carriage store c.g. to aircraft c.g.

y Coordinate perpendicular to x-z plane.

y distance from in-carriage store c.g. to x axis.

y' Transverse body axis.

Y Coordinate transverse to X and parallel to y.

Coordinate parallel to Y but transverse to .

Yh y distance from ejector unit connection point (to MER) to the point P

(ft).
yp y distance from shear center to the point P (ft).

Yp Y coordinate of the point P.

Y, Y coordinate of the store c.g.

z Coordinate transverse to x and lying in a vertical plane.

z distance from in-carriage store c.g. to x axis.

z' Transverse body axis.

, Coordinate transverse to X and parallel to z.

2 Coordinate parallel to Z but transverse to z.
zh  z distance from ejector unit connection point (to MER) to the point P

- (ft).

I Zp z distance from shear center to the point P (ft).

i i Zp Z coordinate of the point P.

L,!Z' Z coordinate of the store e-g.

of Bomb pitch plane angle of attack (rad).

CIO ao  Initial value of a (rad).

Bomb side slip angle (rad).

LI See Figure 2 (rad).
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See Figure 2 (rad).

Beam z deflection (ft).

See definition below Eq. (13) (ft).

a Beam z deflection at an aft ejector connection point (ft).

Beam z deflection at a forward ejector connection point (ft).

j Beam z deflections at ij collocation points (ft). 4
77 Beam y deflection (ft).

See definition below Eq. (13) (ft).

7?,a  Beam y deflection at an aft ejector connecti6h point (ft).

Beam y deflection at a forward ejector conhection point (ft).

+ i, n/j Beam y deflection at ij collocation -points (ft).

0 Mean beam deflection pitch slope at point P (rad). -P!
0, Pitch Euler angle of store relative to the aircraft (fad).

00 Initial bomb orientation in pitch relative to earth axes (rAd). . 1

0o Pitch up rate of aircraft (rad/sec).
Beam rotation (rad).

* See definition below Eq. (13) (rad).

a Beam rotations at aft and forward ejector connection points (rad). i

Oi' Oj Beam rotations at ij collocation points (rad).

Beath rotation at piston cross-section (rad).

Os Roll Euler angle of store relative to the aircraft (rad).

00 Angle between shoulder station piston axis and the vertical (rad).

Beam mean deflection yaw angle at point P (rad). A

4s Yaw Euler angle of store relative to the aircraft (rad).
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ABSTRACT

A continuous Navy (and Air Force) problem is the safe and accurate delivery

of air launched weapons to the intended target. This paper presents an approach to

store separation which considers the aircraft, store-ejector and store as a single

system rather than separate components. A concept has been developed for

controlling store motion by using variable orfices which can be adjusted during

flight.

This study also presents a simulation capability for aircraft store separation

developed at the Naval Surface Weapons Center, Dahlgren Laboratory (NSWC/DL)

and the analytical determination of the combined effects of ejector interior ballistics

(using the high-low ballistic principle) and store exterior ballistics (including both the

nonuniform and uniform flowfields). The numerical results show that theI underestimation of the effects of interior/exterior ballistic interactions can lead to

erroneous results in the study of launch dynamics. The study demonstrates that a

dual-piston store ejector, having sufficient ballistic impulse and variable orifice

capability, can compensate for or overcome the given in-carriage store pitching

moments and loads; thus greatly enchancing safe store separation.

The results of limited ground tests, using an AERO 7/A Sparrow Missile

Launcher modified to incorporate two variable orifices, indicate that weapon pitch

rate and ejection velocity can be controlled.

107

I t



3 10th Navy Sympoium on Aroballitics

Vol. 2
INTRODUCTION

* uThe problem of aircraft store separation dates back to the First World War.

I Recently, an intensive literature search and comrehensive study of this problem was

conducted by the Navy (Reference 1). This study showed that many problem areas

II related to store separation have been investigated and defined. However, no solution

to the overall store separation problem has been found.

It is well recognized that after ejection of a store from an aircraft, the free-fall

trajectory is sensitive to the end of stroke pitch-rate, the ejection velocity, the pitch

angle, and the tin.. duration the ejection process. These factors cause excessive

ground impact miss distances (Reference 2). The problem becomes increasingly severe

S* Lif the store is released at higher aircraft speed and lower ejection velocity and

g4oad. Relatively small pitching moment and slight changes in release condition can

lead to radical changes in initial motion (Reference 3).

Current naval aircraft store ejectors (both missile launchers and bomb racks)

utilize gas pressure supplied by ballistic cartridges to power ejector pistons. Ejection
force, pitch rate, pitch angle, and initial velocity are controlled by metering the

Sgases through orifices of fixed size. With these fixed size orifices, it is not possible

l to compensate for all combinations of flight parameters. These parameters

include: aircraft speed, aircraft altitude, aircraft g-load, store type, store density

4 (i.e., full versus empty fuel tank), store location (centerline, inboard, outboard, etc.),

i : Land in-carriage and interference aerodynamic forces. This inability to compensate for

all flight conditions can lead to store-aircraft collisions and to the deviation of store4 Ltrajectories from the desired ballistic trajectories. The fixed size orifices were selected

from trial and error "ground" testing to satisfy acceleration, pitch rate, and

] jseparation requirements (Reference 4) imposed by a spectrum of aircraft flight

regimes. It is hardly conceivable that the store would hit the target without proper

L consideration of the exterior ballistic effects during store ejection.

Wind tunnel tests conducted as part of the Navy conformal carriage program

Sshowed that stores released from different stations underneath an F-4B scale model

had different amounts of pitch (Reference 5). The tests also showed that

ROCKEYE 11 dispensers released at supersonic speeds underwent an unsafe noseup

motion. These motions were corrected by selecting suitable orifice arcus
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(Reference 6). This suggests that variable control orifices could improve the

trajectory accuracy and permit adjustments for station-to-station variation.

During prototype flight testing, the SUU-5 IA/B bomb dispenser experienced a

separation problem when released from the centerline station of an inboard triple

ejector rack (TER) on an F-4 aircraft at high subsonic speeds. A violent nose down

pitch cause the tail of the weapon to rise and contact the tails of weapons on the

adjacent shoulder stations. It was concluded that a dual piston, high impulse,

tunable ejector system appeared to be the most promising solution to a long-range '

store separationi problem (References 7 and 8).

The NSWC/DL computer dat., bank listed at least 81 store/aircraft collisions

involving a variety of aircraft and stores during the period 1964-1973. The recent

loss of a Navy F-14 aircraft was attributed to a missile colliding with the aircraft . -

fuselage (Reference 9). The Hawker Siddley AV-8A HARRIER also encountered

significant adverse store pitch motion at NATC (Naval Air Test Center), 1971-1973.

The pitch down phenomenon caused a few MK 82 SNAKEYE finned bombs to 41

tumble after release, a ROCKEYE II fin assembly to strike the gun pods and a

SUU-44 flare dispenser to pitch up and nearly impact the aircraft (Reference 10).

These facts demonstrate that the safety aspects must not be underestimated and

intensive research should be conducted to develop a store ejector capable of

controlling the store motion during store separation.

Kalivretenos, Schindel and Maestri have pioneered work in a self-compensating

store ejection technique based upon relating the initial conditions to the in-carriage

forces on the store (Reference 11). Store ejector racks can be instrumented to

measure the in-carriage forces in a dynamic environment (Reference 12). However,

the significance of the dynamic interior/exterior ballistics interactions, the orifice

areas, and the detailed motion of the store during the ejection cycles and their

overall effects on store separation have not been considered.

A study on energy sources for store ejection system (which included

helical/cantilever springs, compressed gas blow-down, vented compressed gas, liquid
. monopropellant, bipropellant and solid propellant) was conducted by F-do

Corporation under the sponsorship of the Air Force (Reference 13). The solid
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propellant was considered to be the optimum energy source among the candidates

, Il investigated.

It has been shown that "fixed" orifices are capable of producing statistically

i . repeatable ejection velocity, pitch-rate, and pitch angle (Reference 14). Therefore, it
should be possible to design "variable" orifices and use cartridges (solid propellants)

io control these factors in order to account for the wide range of flight condi,._.ns.

It is, therefore, our objective to investigate the feasibility of a variable pitch-rate

control system for store ejectors. The system concept is based on the principle that

by appropriate orifice area selection, the pressure acting or, the ejector pistons is

controlled, thereby controlling the pitch-rate, pitch angle, ejection velocity and

acceleration of the store.t.I
ORIFICE CONTROL SYSTEM CONCEPTS

A. Possible Design Concepts

The general system concept (most complex) is shown in Figure 1. The flight

parameters are obtained by the sensors and sent into the computer (fire control

computer or mini computer). The sizes of the control orifices are determined by theiI
computer as a function of flight parameters (aircraft dive angle, Mach Number, and

density altitude). The computer signals are converted into mechanical signals by the

processor. It then automatically actuates the orifice control mechanism (step moior

F5or servotiechunism) which adjusts the orifice sizes. The orifice sizes then remain

constant during store ejection. The orifices are capable of controlling the ballistic gas

pressure acting upon the forward and aft pistons which can impart the correct

pitch-rate and ejector velocity to the store, resulting in a safe store separation and

improved ballistic trajectory. If flight parameters exceed the launch capability (for

instance, the ballistic force is not sufficient to push the store away from the

aircraft) of the store ejector, a danger signal would be displayed on t02

instrumentation panel to indicate the possibility of a store-aircraft collision.

'The system is divided into the five essential task areas indicated by dotted lines

in Figure 2 and are as follows:
(I) Computer programming of a mathematical model which interfaces the
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interior ballistics of the ejector, exterior ballistics of the store, flight

parameters, and other related factors.

(2) Design of a display panel for warning signals.

(3) Design of a processor for converting computer signals to mechanical signalsAl
and the mechanical linkages to adjust the orifice size.

(4) Theoretical and experimental studies of the ballistic gas system.

(5) Aerodynamic, exterior ballistic and trajectory studies inside the nonuniform
flowfield.

These areas must be investigated and interfaced to develop the entire system.

A less complex system would consist of areas (3), (4), and (5) as shown in

Figure 3. The computer analysis, area (1), would generate discrete settings for the

orifice adjustments, eliminating the need for a computer, processor and other

electronic equipment. Each of these discrete settings would correspond to a given

mode of operation.

Each mode (1, 2, 3, etc.,) represents the setting for either a standard tactical

maneuver, an aircraft speed, or a variable store density. The pilot selects the

particular mode that is needed and the mechanism will automatically adjust the

orifice sizes. This will ensure safe store separation, improve the trajectory and

provide operational flexibility.

The simplest system will also eliminate orifice control from the cockpit

(Figure 4). Area (1) would again generate discrete settings for orifice adjustment. A

variable orifice device will be installed in the store ejector to replace the

conventional fixed size orifice. This device can provide infinite manual adjustment of

orifice sizes. The setting required for the mission to be flown would be preset on

the ground.

DEMONSTRATION HARDWARE AND RESULTS

A. Variable Control Orifice

An important part of this study is the design and evaluation of an adjustable

orifice (Reference 15) which, when incorporated in a dual ejector rack or launcher,

would provide the capability for controlling (give the controllability of) pitch-rate,

113



10th Navy Symposium on Aeroballistics

Vol. 2

K

Iii.

11

ifI NODE I

I CONTROLLED
MODE?2 By

PILOT

I NODE 3

C I

FIGURE 3

, Task Areas of a Less Complex System

S11A



10th Navy Sympsium on Asroballistics

Vol. 2

MANUAL CONTROL

'.7'

4 FIGURE 4

Task Areas of the Simplest System



I 10th Navy Symposium on Aeroballistics

Vol. 2

ejection velocity, and pitch angle. This control orifice must provide infinite

adjustability, permit straight-through flow and withstand high pressure, high
7i temperature and erosive environments. The variable orifice design is shown in

Figure 5. Orifice size is varied by turning the valve stem which moves the

hemispherical tip in or out as required. The orifices areas can be determined as a
function of the displacement of the valve stem.LA

The disc type conventional orifices were removed from an AERO 7/A j

SPARROW Missile Launcher and the variable orifices were installed as shown in
Figure 6. The launcher was used to eject a simulated SfARROW, weighing

510 pounds, Missile vertically down. The instrumentation of the launcher and store

are shown in Figure 7. Pressures were taken in the breech, before the forward and -faft orifices, and in the forward and aft piston chambers. Acceleration and velocity

were taken at points on both forward and aft parts of the test missile by using
accelerometers and velocity tapes. The limited experimental results indicate that the
pitch-rate and ejection velocity can be controlled by adjusting the variable orifices.
Table 1 shows the eyperianental results taken from the end of strokes data and

averaged through six rounds of testings. Typically, the ejection velocity and the
pitch-rate vary between ±6% and ±10%, respectively. These variations can be
attributed partially, if not totally, to cartridge variation. Positive values designate

nose-up pitch and negative values designate nose-down pitch. Both orifices were
examined for wear and accumulations of residue upon conclusion of the test series.

SVisual examination indicated that no visible erosion had occurred. Thus, less wear
N and mintenance may be expected with the hemispherical tip control orifices than

with the conventional disc type orifices.

jTABLE I

MEAN PITCH-RATE AND EJECTION VELOCITY VERSUS ORIFICE AREAS

AF(in2) 0 0.0063 0.081 0.0124 0.024 0.024 0.081
" (in) 0.056 0.0133 0.056 0.0067 0.005 0.0C3 0A

O.(rad/sec) 3.13 1.72 0.81 0.74 0.1 - 0.11 -0.86
V g(ft/sec) 8.8 15.6 17.9 15.8 17.2 16.4 15.7
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THEORETICAL SIMULATION AND RESULTS

A. General

A unified mathematical model which treats the problem of aircraft store

separation has been developed and implemented on the Hybrid Computer Facility

I (EA 680 Scientific Computing System) at NSWC/Dahlgren Laboroatory. The

problem is approached by considering the aircraft, store-ejector and the store as a

system rather than separate efforts. This model includes both the interior ballistics

of the store ejector gas system and the exterior ballistics of the store motion during

and after the store separation plase. The interior ballisitcs theory is a generalized

version of the high-low ballistic principle (see References 16 & 17) which can

.handle both dual and single piston store-ejectors. The exterior ballistic theory
includes the aerodynamic effects of both the nonuniform and uniform ilowfield in

the pitch plane. This mathematical model was developed to achieve four

objectives: (1) to demonstrate the variable orifice controlled store separation

"1 i. concept; (2) to investigate the dynamic interior/exterior ballistic interactions during

the ejection cycle; (3) to ftrnish insight and understanding of (he overall problem;

I I and .4)to provide preliminary engineering estimates for the design of sach a

system.

B. Simulation

In essence, the computer program simulates three phases (see Figure 8) while

an aircraft maneuvers with an angular rate (puilup, pushover, or horizontal flight)

and the store is being launched from the store-ejector simultaneously (see Figure 9).
L

Phase 1: This phase includes the interval from the time t 0, when the

cartridge receives an ignition pulse from the pilot, to the time t = ts, when both

forward and aft pistons are fully extended with the store in direct contact with the

I pistons. During this phase the gas is metered by the control orifices thereby

controlling the pressure at each ejector piston. The computer program takes into

2 4 account the coupled effects of the interior ballistics of the ejector system and the

exterior ballistics of the store in the nonuniform flowfield around the aircraft. -

Phase. 2: Immediately after the store separates from the ejector pistons. the

I I
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force applied by the piston becomes zero and the only external forces are

aerodynamic and gravitational. During this period, the computer calculates the

motion of the store through the remaining nonuniform flowfield. For our

demonstration, the aerodynamic characteristics of the nonuniform flowfield were

simulated by the exponential decay law used by Maddox (see Reference 18). The

loadings on a store, whether a moment or a force, are considered as coefficients

representative of the store in the free stream in combinatic:i with perturbation

coefficients. The perturbation coefficients decay exponentially with increasing distance

from the in-carriage positions and represent the entire effect on the store of the

mutual interaction between the store and the aircraft's nonuniform 'flowfield.

Phase 3: After the store escapes the nonuniform flowfield and enters the

uniform flowfield, the computer will continuously calculate the store motion until

ground impact.

C. Input
To initiate the computer program, we require the following input parameters as

indicated in Figure 10.

4 Exterior Ballistics Input Parameters:

1. Aircraft flight parameters: A
aircraft speed, dive angle, air density, altitude, angle of attack, and number

of g loading.

2. Store configuration:

weight, pitch moment of inertia, center of gravity location, body length 4

and reference cross-sectional area.

3. Nonuniform interference flowfield aerodynamic characteristics:

in-carriage pitching moment and normal force coefficient of store, pitching

moment and normal force coefficient of store at zero angle of attack

inside aircraft influence flowfield as a function of position referenced to

the store-ejector. The summation of these coefficients with corresponding

uniform flowffled aerodynamic characteristics give rise to the nonuniform

interfence aerodynamic characteristics.

4. Uniform flowfield aerodynamic characteristics:

123
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pitching moment coefficient slope, normal force coefficient slope, axial force

coefficient and pitch damping coefficient of store alone in free stream.

Interior Ballistics Parameters:

1. Store-ejector parameters:
forward and aft orifice areas, forward and aft piston areas, forward and aft

piston spring constants, frictional coefficient between pistons and store,

forward and aft gas tube piston assembly volume available to gas at time

t = o, cartridge chamber volume available to gas at time t = o, distance

measured from the forward and aft piston feet to the store center of

gravity at time t = o, angle measured between the store-ejector body axis

and store-ejector flight path at time t = o, location and areas of forward

a d aft piston venting holes, cartridge chamber heat loss characteristics,

forward and aft gas tube-piston assembly heat loss characteristics and

stroke lengths for forward and aft pistons.

2. Cartridge interior ballistics parameters:

cartridge type and classification, form function coefficients, propellant

burning rate coefficient and exponent, total charge weight, propellant

impetus, ratio of specific heits of propellant gas, covolume factor, density

of piopellant, molecular weight of propellant gas, constant volume flame

temperature of propellant, total mass of gas present in cartridge chamber

at time t = o, total mass of gas inside the forward and aft gas tube-piston

assembly at time t = o.

D. Output

The results of the mathematical simulation can be directly displayed on the

graphical terminal of the hybrid computer.

1. During the ejection cycle and before both the forward and aft pistons reach

their end of strokes, we can obtain (but are not limited to) the following

information:

store nose or tail trajectory; piston displacement; velocity and

acceleration; store pitch-angle, pitch-rate and center of gravity

velocity; interior pressure versus time curves for cartridge chamber
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and piston chambers; force versus time curve for forward and aft
pistons.

2. After the store separates from the pistons, the following information can
I be obtained:

store displacement, velocity and acceleration; store center of

gravity trajectory; store nose or tail trajectory; store pitch-angle

and pitch-rate.

E. Numerical Results

4 This numerical study employs a conceptual dual piston ejector which closely
follows the configuration of an AERO 7/A SPARROW launcher, using two MK 124

cartridges containing solid propellants, acting on a MK 82 low drag bomb. For the

case of constant ejection force, the present analysis agrees quantitatively with that

of Maddox (Reference 18). The present numerical results were obtained for the case

of variable ejection force and dynamic interior/exterior ballistics interactions during

, j . store separation. It is assumed that the airspeed was 500 knots TAS and that the

Saircraft was at 5,000 feet altitude.

Figures 11 through 17 show the effect of one set of orifices on store

separation for an aircraft in horizontal flight. The forward and aft orifices were set

at 0.432 X 10-m 2 and 0.8194 X l0"Shn 2 respectively.

Figure I1 indicates the effect that the aerodynamic in-carriage force and

1. moment have on the initial bomb trajectory. For the case considered here, the

calculated ejection velocity at the center of gravity of the MK 82 bomb remainsSonstant for different in-carriage moments. The end-of-stroke ejection velocity is

approximately 5.49 m/sec (18 ft/sec). A positive in-carriage moment (Cm0 
= 1.5)

); causes the store to fall more slowly than a store with negative moment

m = -1.5) due to a larger aerodynamic lifting effect. For a conventional fixed

orifice store ejector with constant ejection velocity, the variation in the aerodynamic

influence can lead to store dispersion in the ground impact points.

i Figure 12 shows the forward and aft piston displacemen. versus time. It is

found that the speeds of the forward and aft piston change when CMO is varit-d

from +1 to -1. The negative moment tends to resist the aft piston and aid the

S i126
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molion of the forward piston whereas this phenomenon is reversed with a positive

moment. This explains the different pitch angle and pitch rate caused by the

variation of in-carriage moment. It indicates that the dynamic interior/exterior

ballistic interaction during the ejection cycle and the varying aerodynamic in-carriage

loading can cause the speed of the pistons to vary.

Figure 13 shows the store pitch angle and angle of attack versus time. The

store exhibits a nose down motion during the ejection phase. Immediately after

separation from the forward and aft pistons, a positive aerodynamic moment forces

the nose to pitch upward, while a negative moment assists in forcing the nose

down. The trends found indicate that dynamic interactions during store separation is

important and that an improper launch can cause unsafe store separation and

inconsistent ballistic trajectories.

Figure 14 shows the variation of pitch rate as a function of time. It is

interesting to find that the forward piston leads the aft piston slightly confirming

the displacement difference noted in Figure 12. At approximately 0.07 seconds the

forward piston bottoms and the aft piston catches up. This causes a rather abrupt

change in pitch rate between approximately 0.07 and 0.08 second immediately

before the store separates from the aft piston. The actual pitch rates at separation

are approximately -0.25 radians/second (for Cmo = 1) and -0.45 radians/second (for

C0 = -I) rather than -1.3 radians/second (for Cm = 1) and -1.5 radians/second

(for Cm. = -1). Thus the piston motion during this period has a strong effect on

pitch rate but a negligible effect on pitch angle (see Figure 13).

Figure 15 shows that different trends of pitch rates are obtained for C = I

and Cm -1 when the aft piston reaches the end of stroke. After the store

separates from the store ejector, the aerodynamic moment continues to act on the

store causing a change in pitch rate. Thus, it can be concluded that the

aerodynamic moment is a significant part of the interior/exterior dynamic interaction

and effects the store motion during and after the ejection cycle.

Figure 16 shows the viation of pressure inside the cartridge chamber and the

forward and aft pistons versus time. The chamber pressure is generated by two

MK 124 cartridges. The aft piston pressure is higher for Cm0  - I than C.,0

because the negative moment iesists the aft piston motion causing a smaller rate of
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change in the piston volume and hence a larger increase in the aft piston pressure.
1' jThe slighly higher pressure for the forward piston when comparing the cases

between Cm0 = 1 and Cmo = -1 can be explained in a simi!ar manner. The foward

piston arrives at the end of stroke before the aft piston. However, the propellant

gas is still flowing into the forward piston which causes a slight increase in the

Spressure after t = 0.07 second approximately. This increase of pressure will not occur

if venting is allowed at the end of stroke. This figure shows that aerodynamic

loading is clearly affecting the interior gas pressure throughout the entire

pressure-time history.

Figure 17 shows the variation of piston force versus time. The forward piston

force is higher than the aft piston force. This is the reverse of the pressure versus

i time curves (Figure 21). The reversal is due to the fact that the forward piston area

is more than twice as laige as the aft piston area. Although the higher forward

Ji piston force causes the store to pitch nose down during the ejection cycle for both

A 0Cm = I and Cm0 = -1, this variation in aerodynamic moment does significantly

change the ejection force throughout the ejection cycle. The greatest change is

I obtained in the peak ejection force region. This again confirms the importance of

11 the interior/exterior dynamic interaction. The consequence of simulating a

gas-powered ejector assuming a constant ejection force an. underestimating the

interior/exterior dynamic interaction could lead to erroneous results..

Figures 18 through 23 show the numerical results of store pitch angle, pitch

rate and trajectory of an aircraft in a 60* dive (g = -0.05). In order to

demonstrate the effect of variable orifices on store separation, we selected the three

sets of orifices shown in Table 2. The difference in ejection velocity for the same

orifice areas is due to the variation of in-carriage moment. The portion of the

curves indicated by dotted lines ( . .) are the results obtained during the ejection
phase, while the store is in direct contact with the ejector pistons. The termination

of these curves corresponds to the time the store exits the nonuniform flowfield at

five meters below the release plane (x-axis).

Figure 18 shows the effect of orifice area variation on the pitch 3ngle for

Cm0 = 2, -2 and CZO = -0.35. The smooth dotted lines indicate that there are no

abrupt changes in pitch angle during the ejection cycle. However, when the forward

134j'
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TABLE 2

DATA FOR LAUNCHING WITH VARIABLE ORIFICE AREAS

2End of
In-carriage In-carriage Stroke

Symbol for Pitching Moment Normal Force Forward Aft Ejection

Orifice Area Coefficient Coefficient Orifice Orifice Velocity

Combination Cm CZO (m2 ) (m2 ) (rn/see)

, 1. 2 0.8194 0.4323 5.2

- -- 0 -0.35 X t0-  X 10-1 5.2
-2 5.2

2. 2 0.03277 0.4323 1.9
0 -0.35 X 10-1 X 0-  2.4

-2 2.8

3. 2 0.8194 0.03635 3.2
-- "- 0 -0.35 X I0-5  X 10- 5  2.9

-2 2.6

orifice is small (A = 0.03277 X 10-5 in2 , AoA = 0.4323 X 10-51n 2), the aft piston

force imparts a large rotational motion and small translational motion to the store.

This results in a large nose-up first pitch and a small end of stroke ejection velocity

4,+ (v,= 1.9, 2.4, 2.8 m/sec for Cn1o = 2, 0, .2, respectively). The trend in pitch is )

reversed when the aft orifice is small (A01. = 0.8194 X 10-51 2,

AoA = 0.03635 X 10-Sm 2). However, a small nose-down motion and a large ejection

velocity (v, = 5.2 m/sec) at the end of stroke can be obtained by choosing an

intermediate pair of forward and aft orifice sizes (AoF = 0.8194 X 10-1m2 ,

A - 0.4323 X l0-m 2 ). This demonstrates that by varying the orifice size we can

control the pitch motion ant. ejection velocity.

The store pitch rate versus time curves are shown in Figure 19 as a function

of aerodynamic in-carriage moments and orifice areas. The abrupt changes in pitch

rate during the ejection cycle indicate that one piston bottoms, then the other

piston catches up rapidly. This jump phenomenon causes a significant variation in

pitch rate. The termination of these curves at diffcrent times is due to the variation
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of aerodynamic loadings which causes the store to reach the end of the nonuniform

flowfield at different times

During store separation, the store can rotate and rise through the release plane

with either the store nose or tail striking the aircraft. The selection of appropriate

orifice sizes is important for the elimination of these unsafe conditions. Figure 20

.4 demonstrates the angular motion criteria by plotting the displacement of nose or tail

as a function of in-carriage moments and orifice areas. The criteria for plotting

either nose or tail is based on which end of the store is closer to the aircraft. It is

found that the large nose up rotation for Cm = 2 causes the store nose to rise

above the release plane during the ejection cycle and at time t = 0.8 sec. The large

nose down motion for C -2 causes the store tail to rise above the release

plane and strike the aircraft. In agreement with Figure 18, the sharp changes in the

curves occur at OB 00. This is because the nose-tip plotting interchanges at

0 B = 00. An intermediate pair of orifice areas (Ao 0.8194 X 10-Sm 2,

AoA = 0.4323 X 10-Sm 2 ) ensures safe store separation under both Cm 2 and

-2.

Figure 21 shows the displacement of store center of gravity versus time as a

function of aerodynamic in-carriage inoments and orifice areas. The high nose-up
moment of C = 2 and a small front orifice area (A = 0.0328 X10-1m',

A0A = 0.4323 X 10-5 m2 ) can cause the store center of gravity to rise above the

release plane at time t = 1.14 seconds after the store nose rotates and rises above

the release plane as described in Figure 24.

Figures 22 show the trends of the store center of gravity trajectories under a

spectrum of aerodynamic in-carriage moments (Cm = 2, 0, -2) for three sets of

orifice areas. During a 600 dive, the x-component of the gravitational force acting

on the store overcomes the aerodynamic drag component. Except for the case of

large initial nose pitch down caused by a negative moment and a small aft orifice

area, all the store trajectories lead the store ejector in flighL.

Figure 23 shows the store trajectory for and aircraft during 1 g horizontal

flight. For the same orifice size combinations and aerodynamic in-carriage moments.

ali the trajectories lag the store-ejector since there is no x-component gravitational

force and th, aerodynamic drag is acting on the store.
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As a summary, it is demonstrated that the combination of orifice areas

A,, = 0.0327 X 10-51,12 with, A-A = 0.4323 X 10-5 n 2 and Ar = 0.8194 X 10" -i", t

with A = 0.03635X 10-sn2, can result in undersirable situations during store

separation. When one chooses A0 = 0.8194 X 10- 5 m2 with

A0 A = 0.432 X 10-5 m2 , the initial pitch angle and pitch rate are significantly

d.-creased, and the ejection velocity is increased to 5.2 rn/sec. The resulting

oscillations are considerably smaller and the store safely clears the adverse influence

of the aircraft nonuniform flowfield and enters the less violent environment of tile

free stream.

Therefore, the abov.- studies indicate that by choosing appropriate orifice

combinations and metering the gfs pressure, it is possible to ensure safe stort,

separation under given aerodynamic loadings. However, the remaining store oscillating

motion can induce deviations from the desired ballistic trajectories. The goal of

designing a conventional store ejector is to select "fixed" size orifices which can set

the store on a trajectory calculated to avoid store/aircraft collision without

significantly affecting the predetermined ballistic trajectories. The ever enlarging

operational envelopes of present and future aircraft compound the complex problems

of store release and delivery conditions. The appropriate variation in sizes is ,.

necessary step to ensure safe store separation and improve trajectory under all

aircraft flight conditions. The present approach is to set the store at at optimized

trajectory with optimized angle of attack and pitch rate at the end of the aircraft

flowfield. Thus, the store can clear the aircraft nonuniform flowfield with an

improved trajectory. This could be achieved by using two variable orifices

preadjusted during flight as described previously.

CONCLUSIONS

Based upon this preliminary study, the following are concluded:

I . The present study synthesized a system for controlling the store motion

during the separation phase. The problem is approached by considering

the store, store-ejector and aircraft submerged inside the nonuniform 

flowfield as a system rather than as separate components. Therefore, we
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could combine the present analytical tools and experimental capabilities

twith existing technology to design a practical store separation system.

2. This study demonstrated that a dual-piston store ejector having sufficient

ballistic impulse and variable orifice capability can compensate for, or

overcome, the given in-carriage store pitching moments and loads, thus

greatly enhancing safe store separation.

3. The effects of dynamic interior/exterior ballistic interactions imposed on

an ejector in-flight have been ignored in the past. This study shows that

the underestimation of these effects can lead to erroneous results in the

I 17 study of launch dynamics.

14. The experimental results indicate that the infinitely variable orifice design

I: is capable of controlling pitch rate and ejection velocity and reducing the

maintenance required.

5. By providing sufficient ballistic impulse and adequately controlling the

jejector movements using computer selected orifices, a system could be

. I designed to launch a large variety of stores for various flight conditions.
This would reduce the number of rack and launcher models required in
service and improve operational flexibility.

6. Apart from the proposed system, the present theoretical model can be

useful in the study of conventional store ejectors (when the ejector .as

system design closely follows the basic high-low ballistic principle) and

store separation problems. It can be used to simulate the overall effects

of systematically varying the interior/exterior parameters and ejector

design criteria which is not easily done in either wind tunnel or flight

testing.

7. From both analysis and design view points, the present study may lead

to the development of a theoretical-empirical package for solving future

store-to-aircraft collision problems as well as the improvement of ballistic

trajectories.
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1. Introduction

The Army is deeply committed to the concept of an attack heli-

copter - one which may be armed with conventional firearms as well as

guided missiles or free rockets. A helicopter is rot the most ideal

launch platform for rockets and missiles due to the numerous launch

transients involved. These transients, principally vibration, rotor

downwash, and translation and rotation of the launch platform, have not

been properly investigated as sources of rocket dispersion. In an

effort to assess the importance of rotor downwash on the dynamics of the

round during its first few feet of flight, it is first necessary to

determine the induced velocity field about the helicopt-r in flight.

Knowing the properties of the environment which the rocket must traverse,

one may 'lien use aerodynamic forces derived therefrom in simulating the

rocket's trajectory. A theoretical capability to define the helicopter's

downwash properties exists at MICOM through a computer program developed K
over the past eight years. In order to verify and supplement this, a

flight test experiment was begun in 1973 and is still being carried out.

2. Description of Analytical Techniq.ue

The computer program being used at MICOM and the analysis upon

which it is based are described in references 1, 2, and 3. Basically,

the resultant flow in the domain of interest is assumed to be a super-

position of three elements: the freestream, the fuselage represented by

a distribution of sources and sinks, and the rotor wake represented by

line vortices shed from each blade. (Figure 1 indicates these sources.)

Obviously, the representation r" the fuselag and the representation

of the rotor dowrwav'h are initerdependent and both should be periodic
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functions of time. In the program, L . initial representation of the

wake is chosen to be helical (one for each blade) and slanted aft in

accordance with momentum theory. The fuselage representation is

initially teken to be that resulting from the freestream only. The

rotor representation is 4-hen advanced by marching timewise for several

revolutions of the rotor. The fuselage representation is then recalcu-

lated using the time averaged values for the downwash effect in

accounting for flow nonuniformity. This procedure is then repeated

until a nearly periodic flow is established - usually approximately four

complete passes. It is seen that the solution found is not completely

interactive - the fuselage representation re.ulting is the one that

would result from the time average of the periodic flow. The influence

of the fuselage is relatively small compared to the other sources and

this shortcoming is not very important. There is another shortcoming

which is potentially mort serious. The shed vortex sheet from all along 1AA

the blades is ignored or lumped into the vortex filaments being shel by

the blade tips. More recent downwash simulation programs which account

for this effect indicate that it is quite important.

Consideration of the model representation of the flow field reveals

several important facets of the resulting flow:

i a. Areas of strong velocity gradients and high velocities will

occur near the vortices distributed through the flow.

b. The position of the boundaries of the rotor wake is strongly

influenced by the aircraft's speed. For rockets launched from the

helicopter in a conventional fashion, there exists a maximum airspeed

j , for which the rotor downwash intersects the rocket's flight path.
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c. The weight of the aircraft influences the vertical downwash

component almost linearly.

d. The incidence of the rotor disk to the freestream, aT, is quite

important for characterization of the downwash properties and is largely

determined by aircraft drag and weight.

3. Description of Experiments

The most direct quantities for defining the aerodynamic environment

occurring about helicopters are the time dependent velocity comronents

throughout the region of interest. This was undertaken, but fV economy

of effort the rotor wake boundary as a function of airspeed was first

undertaken to fix the forward limit of the survey. Virtually all the

experimental data shown here can also be found in reference 4.

a. Aircraft and Range

The flight tests were carried out by the US Army Aviation

Engineering Flight Activity located at Edwards Air Force Base, Cali-

fornia. Based primarily on aircraft availability, a UH-lM helicopter

was selected as the test vehicle. A drawing of the aircraft showing the

coordinate system used is presented in Figure 2.

b. Instrumentation and Procedure

The wake boundary surveys were made using an Elliott dual-axis

low airspeed system. The Elliott system was mounted at Y -65, Z 29

for various X positions and at Y = -65, Z = 88 for various X positions.

The flow angularity in the helicopter pitch plane was noted for various

forward speeds of the aircraft. As the foremost boundary of the rotor

wake passed the Elliott probe a pronounced change in the flow angularity

occurred, allowing one to determine the X coordinate of the wake

boundary as a function of airspeed for two outbogrd stations. This is
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I . presented in Figure 3. It is seen that the weapon mount location,

I typically forward of fuselage station 120, will be free of downwash

effects for true airspeeds greater than 45 feet per second.2

The flow field velocity survey was carried out using an array of

seven split film 3-component anemometers mounted linearly on a lateral

rack (Figure 2) 8.5 inches apart. Plans were to make successive

flights, repositioning the rack between flights until the entire volume

of interest had been covered. During each flight a number of data

records were to be taken at a predetermined set of flight conditions.

The appendix briefly lists the instrumentation and data conditioning and

collecting procedure. Complete descriptions and specifications are I
given in reference 1.

j Unfortunately, the tolerance of the anemometers to vibration had

not been determined and insufficient vibration isolation had been built

into the support structure. The sensors failed subsequent to the first

i! flight with the rack in the first position. The probe locations for

the first rack position are given in Table 1. During this test flight, 7

data were taken for a variety of forward velocities. As Table 1 indi-

cates, only five of the seven sensors were fully operative throughout AA

the flight.

2'

Ii
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TABLE 1. PROBE LOCATIONS

ii. ... . ... . 1* ".... ....

Probe X Y Z

No. (in.) (in.) (in.) Comments

1 111.885 -109.56 58.928

2 111.885 -101.06 58.928 Operative in one axis only

3 111.885 -92.56 58.928 I
4 111.885 -84.06 58.928

5 111.885 -75.56 58.928 Inoperative

2 6 i11.885 -67.06 58.928

7 111.885 -58.56 58.928 Data noisy (perhaps due to
turbulence)

Flight data records were taken at airspeeds of approximately 8, 18,

54, 74, 393, 113, 135 and 153 feet per second. The helicopter was flying

with zero sideslip, straight and level out of ground effect. Gross

-9] weight was 7400-7500 pounds and rotor speed was nominally 324 rpm.

c. Velocity Survey Results

Velocity-time curves for each component, sensor, and flight record

are presented for the entire measurement interval in reference 1. This

time interval is large compared to the period of the fluctuating velocity,

making it hard to distinguish details of the curve shape over only one

period (= 0.095 second). In reference 5, these data are re-presented over

an interval of only six periods allowing the scatter in data, repeata-

bility from cycle to cycle, and variability of data quality from flight

record to flight record to be readily seen. One of these plots is shown

.1!
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WNI
as figure 4. Note in particular:

a. The passage of the vortex filaments as indicated by the fast

velocity change in all components but principally VX and VT.

b. The low amplitude of the fluctuations of vertical downwash com-

ponent.

8' c. The weakness of the lateral component of velocity at this

station. According to analysis, this is true even at station located

near the wake boundaries.

d. The unusually high value for VX (30 - 40 feet per second) is

unrealistic for a forward velocity of only 7.7 feet per second. All

theoretical methods indicate the mean value of VX should be on the order

of 7.7 + V sin cTT = 7.7 + 75 sin 20 = 10 ft/sec. The measured values

were repeatable between different data records of about 5 seconds each.

4. Comparison of Theory and Experiment

Theoretical simulations were carried out for several of the experi-

mental flight records. One of the critical input variables is the

incidence of the rotor tip path plane to the freestream (c ). This

quantity varies with airspeed and aircraft weight and center of g-a-rity

location and was not directly measured during the experiment but in-

ferred from aircraft attitude measurements. Since rotor flapping angle

was not measured, the angls. of the tip plane relative to the aircraft

coordinate system was u"known. For the values of aT derived from experi-

ment, the flapping angle was assumed to be zero; therefore, aT may be

in error by the amount of the true flapping angle. If one uses the

available data for aircraft weight and drag, aT may be calculated by

balancing forces at the rotor hub. The comparison of the values obtained

in these two different ways is presented in Figure 5. We may then expect

:1 1 ;155
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to find disagreements between theory and experiment which correspond to

up to h degrees of flow incidence in the pitch plane.

a. Time Dependent Data Comparison

Since the r.riod of the velocity fluctuations is govcrned by the

rotation of the rotor, the time coordinate was replaced with rotor

position.* For a two-bladed rotor, such as that of the UH-1M, each blade

contributeg to the flow velocity experienced by a point in the wake,

therefore, the period is 2 per revolution or 180 degrees of rotation of

the rotor. Instead of plotting rotor position as an ever increasing

angle for successive periods, it was plotted modulo 180 degrees. In

this way all the periods are superimposed on each other in the same 0 to

180 degree range. This is called a folded plot. For flight record 1,

the absolute value of rotor position was measured with 0 and 180 degrees

corresponding to alignment of the rotor with the fuselage centerline.

This measurement subsequently became inoperative; therefore, for the

remaining flight records the experimental values for rotor position are 4

known relative to each other but not with respect to any reference

I position as was the case for flight record 1. As a result, in comparing

theory with experiment using Figures 6 through 8, one must realize that

theory and experiment can be arbitrarily displaced relative to each

other along the ebscissa.

During the ciurse of the experiment, the rotational velocity of the

rotor was nominally 32h rpm which would correspond to a period of 0.0926

second. However, in plotting the fo,.ded data it was found that slightly

higher values for the period gave much better results, in that there was

less scatter in the data. The value used for the period is indicated on

each graph of Figures 6 through 8.
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, IInstead of plotting flow velocity components along the three coordi-
nate axes (as in figure h), velocity magnitude and direction are shown in

i. figures 6 through 8. Gy and QZ are the angles between the flow velocity

vector and the Y and Z axes respectively. In this manner differences

in flow direction between theory and experiment are put in proper per-

spective whereas in plotting VX, VY, and VZ a small error in flow

direction can overwhelm a small component, such as VY, making it scat-

tered to the point of being useless.

The inconsistency mentioned earlier in velocity measurement shows in

figure 8 as a 10-15 degree direction error. Since this occurred at the

most outboard probe, flow interference is unlikely-deflection of the

probe and for rack is more likely. These angular inconsistencies were

I ppreent for most flight records and probes, increasing with proximity to

I the fuselage. The velocity magnitude error is considered less alarming.

c. Time Averaged Data

In many cases the frequency of the flow fluctuation ( 10Hz) is

high enough that objects of interest which are immersed in the flow can-

S -not respond to it. In this case time dependent details of the wake flow

." can be ignored and the time averaged flow velocity and direction can be

used to determine the behavior of the object. Theoretical and experi-

mental flow magnitude and direction were time averaged and plotted

(figure 9) as a function of Y for fixed X and Z locations corresponding

to the sensor rack position (Table 1). Gaps in the experimental data i
correspond to positions of the malfunctioning sensors numbers 2, 5, and

7.
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1 5. Elaboration of a Typical Situation

Having devoted some time to qualitatively describing the flow field

and justifying the application of our downwash computer program, typical

conditions existing along the path of a rocket fired from the AH-lG

wing will be presented, based on calculated results (figure 10).

Figure 11 shows the downwash velocity components as a function of

displacement along the trajectory of a 2.75" rocket. The conditions

used in generating the data for this plot along with implications are as

follows: M

a. The aircraft is hovering. Forward velocity would diminish the A'

vertical downwash while enhancing the component along the trajectory, A

thus decreasing cross flow angles and increasing dynamic pressure..J

:1 Moreover, the rocket would be immersed in the downwash over a shorter

distance for higher airspeeds and be entirely free of it at about 36

knots.

b. The round is launcheO from a position at butt line 42, water

line 55 and fuselage station 148 corresponding to an inboard launcher

position. Changes in the velocity-position profiles resulting from

changes in launcher position within reasonable limits are minimal at

hover. Moving outboard or forward results in a quicker exit from the

wake, moving downward tends to reduce crossflow somewhat. Incidentally,

if ground effect were to be accounted for, the induced vertical velocity

component would be somewhat less depending on hover altitude. 4

c. The quadrant elevation of the round is 9.80. The influence of

changes in this parameter is to increase time of immersal and intensity

of downwash if increased and vice-versa.
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d. The solid lines are drawn corresponding to an instantaneous

f rotor position of al.'gnment with the fuselage; the dashed lines-time

average velocities and the shaded areas, the limits for other instan-

taneous values at various rotor positions and for the other side of the

helicopter. The regions of greatest fluctuations are associated with

the zone of passage of the vortex filaments.

Figure 12 relates the information of the previous slide to the

angles of attack in pitch and yaw experienced by the 2.75" rocket. In

this case the instantaneous values of downwash are used which are r
calculated at the time when the rocket nose occupies that point whereas

in figure 11 time is constant along the solid line and is averaged out

for the dashed line. These curves are specific to the 2.75" rocket since

its forward velocity and elapsed time at each point figure in the com-

putation.

Finally, just to show the effect that this environment can have on
;-1

ii the rocket dispersion, suppose that we compute the trajectory to impact,

assuming the rocket is fired from 30 feet above the plain. Neglecting

downwash entirely, the round impacts at about 12,000 feet with only

1-1/2 feet cross range deflection. If a constant downwash of 50 ft/sec

over the entire rotor disk shadow is assumed, the round impacts at about

lh4,000 feet with less than 3 feet of cross range deflection. With the

indicated profile (figures 11 and 12) the rouna irnpacts at near 14,000 Z

feet but has flown to the leit about 120 feet. In both cases of down-

wash assumptions, the rocket is high in the ai- (several hundred feet)

when it is 12,000 feet down range.

J
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rotor positions, little change results; only 10 to 25 feet in cross

range or down range. It would suffice in the case of the 2.75" rocket

to consider time average downwash properties. It was noted, however,

that a constant downwash model cannot properly predict cross range

effects. (These results are subject to mitigation by ground effect.)

6. Conclusions and Recommendations

The downwash can significantly affect the trajector, ' rockets

launched from rotary wing aircraft at low speed or hover, ri,.ever, the

magnitude of these effects in relation to other launch transients is

unknown and are not readily separable in firing tests. In the past, fir-

ing techniques have emphasized deployment from a dive at sixty knots or

so, but curre.t emphasis is on fire and forget tactics making use of

pop-up and shoot at near hover. The role of downwash, in fact all launch

transients, must ne effectively assessed.

Further trajectory simulation is required for rockets having different

aerodynamic and dynamic properties. The moderating effect of ground

proximity should be accounted for. Some account should be taken of the

influence of d:-ift and gusts as well.

When the aerodynamic environment is accurately known, the aerodynamic

force calculations should allow for gross nonuniformity of the flow. The

flow properties can change significantly over the length of the rocket.

Flight tests are in progress to survey the flow field about the

A:'.!G from the launcher attachment point to the nose of the aircraft.

These data will be used to verify the analytical technique fuifther and

will provide better definition of the aerodynamic environment for further

trajectory simulation.
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ABSTRACT 1
A simple, analytical method is presented in this paper

for the approximate solution of a variety of problems related

to aerodynamic heating. The method is basically an integral

approach, and represents a refinement of the classical Karman-

Pohlhausen momentum integral technique in the boundary-layer

theory. Representative applications of the method are pre-

sented which include calculations of skin friction and wall

heat flux of boundary-layer flows, and calculations of one-

dimensional transient heat conduction with a phase transition.

The approximate solutions are compared with existing exact

solutions, and the remarkable combination of simplicity and

accuracy is found to be the principal merit of the method. .1
1. INTRODUCTION

4 Problems of aerodynamic heating associated with high-speed

vehicles, such as re-entry bodies, are generally quite compli-

cated. The complications stem mostly from the severity of

heating and the resulting melting, ablation, etc., of the aero-

dynamic body. Thus, the existence of various heat-transfer

mechanisms and their coupling must be properly accounted for

in the overall analysis. To study problems of such complexity,

it is often desirable to have an analytical understanding of the

heat-transfer processes involved. Such an uihderstanding would

usually provide considerable insight into the heating

phenomenon under investigation without having to perform

extensive computations. The proper coupling of various

heating mechanisms involved can thus be effected with great

facility.
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To provide such analytical tools, simple, t-tproximate

methods need to be developed. In this paper, an analytical

method isiresented which is capable of providing approximate

solutions to a vuriety of heat-transfer problems with re-

1 I markable simplinicy. Areas of application of this method

described in this pao,-r include skin friction an& heat

transfer in a forcoed-convL...,n, transpired boundary layer

and one-C4.mensional t'.i-nt heat conduction with phase

t.ans..tions. The purpose here is not to present solutions

to any isw prob]-- s. Rather, it is to show how simply some

o?.d sr LutionF con hbe reproduc,.d with good accuracy by the

pr'i. .nt method. Ther-.nre, examples are chosen for which

ex,. zt -irns., an, -: al or numerical, are available so

that the accuracy of the present approximate solutions can

be tested.

The Lbsic ieaz 'indrlying the method are essentially

those used eaciier in the author's skin-friction calcu-

r" lationsI'2  The method is basically a refined version of

the classical Karman-Pohlhausen (K-P) momentum integral

technique in the boundary-layer theory. The ideas for the

refinement were originally proposed by Volkov3. The

generalized version and simplified use of these ideas form

the basis of the p esent method for calculating surface
properties in boundary-layer flows and the transient heat

conduction in the presence of phase changes.
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Vol. 2h e paper begins with an exhibition of the essential

ideas of the present method by means of a simple example in

skin-friction calculations for the laminar boundary layer

over a circular cylinder. The application to heat-transfer

calculations in forced-convection boundary layers is next

illustrated, and a special limiting flow is solved as an 2

example. Finally, the one-dimensional transient heat

conduction with phase transitions is studied, and some

idealized, but representative, models of melting and ablation

are treated. For a more comprehensive account of the entire

development, the reader is referred to the author's previous

i publications 1 ,2,4,5,6.

2 2. DESCRIPTION OF THE METHOD AND SKIN-FRICTION CALCULATIONS

The essential ideas of the present method can most

conveniently be described by means of an example in skin-
friction calculations. For simplicity, we shall consider the

incompressible, laminar boundary layer on a circular cylinder

I in crossflow. The inviscid flow outside the boundary layer-.

is assumed to be the potential flow, and separated flow is

thus ruled out by implication.

The integrated version of the general laminar boundary-

layer equation has the following form:

= udul fy w y 2  ()
p dU u _ udy- uv - u y (i)

0 0

where (x,y) forms an orthogonal coordinate system with x

measuring the distance along the cylindrical surface (x = a ,

see Fig. 1), and (u,v) is the corresponding velocity vector.

177
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, r, p, and v signify, respectively, the shear stress, fluid

density and kinematic viscosity. Conditions at the wall and

the outer edge of the boundary layer are represented by w and

1, respectively.

Passing the upper limit of the integrals in (1) to the

edge of the boundary layer, y = S(x), we have the classical

K-P equation, i.e.,

w I T = +u d1 + u - u w -v d u d (2)

Equation (2) expresses the momentum balance across the entire

] boundary layer at station x.

In the classical K-P technique, Equation (2) is the sole

equation to be solved; the skin friction, tw , is directly

taken from the derivative of the assumed velocity profile, u,au
, , .pv- Since the assumed profile can only be approxi-

mate, taking its local derivative is likely to incur

significant error.

In the present approach, Equation (2) is merely used as

,. an expression for the skin friction, and it is essentially

an integral representation involving the assumed profile.

A second equation is generated for the determination of the

basic profile parameter, S. The second equation is the

second integration of the original momentum equation across

the entire boundary layer. Physically speaking, the present

4 method calculates the skin friction by considering the

momentum balance in the entire boundary layer at a local flow

Li 17R
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integrating Equation (i, again, we have

1 2 dul fd iv d f u2i6 u - + u1 6- udy - u - u y

= vu1  fudy dy vw  udy -fdy u dy= 0 (3)

00 0 0 0

The present procedure is to assume a velocity profile of

the form

U= kn Y/6(4)
n nL0

and substitute this profile into Equation (3). A first-order

ordinary differential equation for the quantity 6 results. The

solution of 6 is then used in Equation (2) to yield the skin

friction through an algebraic process.

In all applications of the method to the calculation of

surface properties, the profiles (velocity or temperature) are

deliberately chosen to be simple in order to simplify the

calculations. Thus, the coefficients in the polynomial,

Equation (4), are constants in most cases. These profiles

are obviously crudea and oversimplified inaswuch as they presume

similarity forgpneral cases. However, it will be demonstrated j
profiles and still produce results with good accuracy. In

fact, the simplified use of the method in the present develop-

ment represents a full exploitation of the principal merits

of the method. II
We now specialize the above general formulation to the

case of flow over an impermeable circular cylinder. Here we jii 179
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~have uI  2u sin and vw = 0, where the subscript""

signifies the free-stream unperturbed state. For the present

calculation, we use a simple polynomial for the velocity

profile, i.e.,

U = 2n - 2n + n (4a)
i- u1

Note that this profile does nothing more than satisfying the1VA
essential boundary conditions of u(x,O) = 0 and u(x,6) 

= 1.

Substituting Equation (4a) into Equation (3) and intro-

ducing th, ; i,,hiciess quantities, T 6/a and A 2 uoa/v,

we can,. :,iy solve Equation (3) and express the solution

for T in terms of the following quadrature:

16.3f sin dP/(sin ) (5)
i 0

The skin friction then follows readily from Equation (2),

1 CfAI/2 = (A]/2 T sinf)[0.8553 cos + 3.8292/(A62)] (6)

1 2
where Cf - ) is the skin-friction coefficient.

Equations (5) and (6) represent the solution of skin-

friction distribution on the cylindrical surface. The results

I ~ are plotted in Figure 1 along with the results of previous

2 s2: 1calculations using a linear profile, f = n. Exact (numerical)

solutions due to Terrill7 are also included in the figure for

establishing the accuracy of the present solutions.

It is clear that the present solutions are remarkably

accurate from the stagnation point to the point of separation

(Tw = 0). However, it must be stressed here that the prediction
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of separation point has only limited practical significance

in view of the idealized flow model used. Of equal importance
i is theapparent weak dependence of the solution on the chosen-

profile, as indicated by the close agreement between the two

solutions corresponding to two different profiles. This

property represents another attractive feature of the present

method, and is believed to be the result of using integral

representations for the skin friction. The insensitivity has

been previously noted and discussed by Zien I'8 for the porous-

plate configuration in light of the improvements on the

classical K-P method achieved by the present refinement. The

present new results serve to indicate that such insensitivity

)prevails in the case with pressure gradients.

An interesting comparison of the present and other

approximate methods for skin-friction calculations is given

9by Inger

3. CONVECTIVE HEAT TRANSFER

The basic ideas presented in the last section will now

be applied to the calculation of heat transfer in a tran- -,

spired boundary layer. The procedure is basically the same

except that attention is now focused on the thermal boundary

layer. Thus, the double integration scheme is applied to the

original energy equation. The first integration gives an

equation for the energy balance across the entire thermal

boundary layer, and this equation is used as the expression

for the wall heat flux. A second integration then provides

the basic differential equation for the determination of the
..
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parameter characterizing the assumed temperature 
profile. g

IInc-der to present a self-consistent development of the
calculation procedure, we shall also use the approximate

solution for the velocity by the present method in the

solution of the energy equation.

For easy demonstration of the procedure, we again con-

I.I sider the simple case of two-dimensional, laminar boundary

layers. Only the results for an asymptotic flow corresponding

to large Prandtl number and small surface mass transfer will 
I

i 1. be presented in this paper. The analytical derivation of such

asymptotic limits is representative of the unique advantages

of analytical methods. The derivation enhances physical

understanding of the flow field and brings out similarity i
parameters to facilitate parametric studies. Results for

moderate Prandtl numbers can be found in Reference 4, where

a compressible case is also treated.

Neglecting the frictional heatig, the first integration

of the original energy equation in the direction normal to

I . the wall gives

"fu*6 dy + E(O - 1) - 0 . fu*dy = ( a y (7)

0 0 w

where dimensionless temperature, 0, and velocity, u*, are

used, i.e., 0 = (T - To)/(Tw - T.) and u* = u/u . e is the

mass transfer parameter defined ai; vw/u , and a is the thermal

diffusity of the fluid.
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Letting the limits of integration in Equation (7) cover

the entire thermal boundary-layer thickness, 6T' we get an

expression for the Stanton number,

NxNx d
St= T u*e dy - E , (8)

0
whereN x = qwx/k(Tw - Too) is the Nusselt number, Rx  u.X/V

is the Reynolds number, and Pr = v/ is the Prandtl number

(k is the thermal conductivity of the fluid).

Equation (7) is integrated again across the entire thermal

boundary layer to yield an equation for the determination of "

the basic profile parameter, 6 Thus, we have

a T

dy -u*6dy + (dy

10 0 00

=6 d T u* Ody (9)
T dxj0

Since the momentum equation is decoupled from the energy

equation for incompressible flows, u* can be assumed known in

the present calculation. Then Equations (8) and (9) combine

to give the solutions of 6T and St once a temperature profile,

for example,

4 = g , 6T -/ 6 T " (10)

is introduced.

As an example of application of this method, let us

consider the limit of large Prandtl number. In this limit, .i

6T becomes vanishingly small relative to 6. Thus, heat transfer

takes place in a very narrow region near the porous wall

where the velocity distribution can be approximated by a
'183
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linear form, i.e.,

U*u* =2 CfR2 T (11)

where RT u.6 T/V.

Substitution of Equations (10) and (11) into Equation (9)

leads to

d 1 2 1 +(2
oRT dR (f ) fP R

IThe constants ' and 8 are profile-parameters defined as

a ng (Ti dn + nTg (T dnT g (fo) deT

andal

0"

I In Equation (12), the three terms from left to right '

• ~represent, respectively, the effect of convection, conduction

an masrnfe.A an interesting limit exists in

which these three mechanisms of heat transfer still remain in

balance. Such a distinguished limit can easily be deduced from

Equation (12) by requiring

3 RX 3 / 2  r1 P r (13)

from which it follows that

1'1/2 -2/3
SsR x  

0 (Pr (13a)

and

aR 0(Pr) 0 (13b)T r
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Therefore, the transpiration rate, eR 1/2Theefoe,, must be small "

compared to that allowed in the usual boundary-layer flows.

Physically, this limit corresponds to the heat transfer in

a nearly stagnant layer of fluid close to the solid surface

with a small porosity.

In view of Equations (13a) and (13b), the following
IL

variables are appropriate for the study of this limiting

flow:

A P 2/3 cRl/2 - 0(i) (14a)
r x

and A =Pr sR = 0(I) (14b)

r T
Thus, P and 1/ combine to form a single parameter, A,

r

which characterizes the asymptotic heat transfer,

In the present integral formulation, the asymptotic

solutions can readily be obtained by applying the limit

process, Equations (14), to Equation (12).

We shall confine our discussion here to the case of a

porous plate with similarity blowing (or suction). First of

all, Cf takes on its value for a nonporous plate as the I
leading approximation. For the sake of self-consistency, we

1use the result given by Zien Thus, we have

1 1RI/2 = 3x (15)
f = Rx '

2fx

corresponding to a linear velocity profile. We note that

the results corresponding to a variety of profiles are

virtually indistinguishable (see Zienl'2).

For the case of similarity flow, ER is constant, and
T

Equation (L2) can be easily integrated. The solution is

185
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expressed in the parametric (closed) formi:

A= 6A3(I + 8AI)/R (16a)

and
/21/3 1-i/3 -2/3

N /( r )= -/ (1 + - A (16b)

~ x
where y f nVg(nT)dnT is another profile-parameter.

0

Two temperature profiles are used in the present

calculation, i.e.,

1' 0 = gl(nT) = 1- nT (17a)Ti T
Iand

; I 8 = 4 (T) =  -2n T  + 2rj3  - 4n (17b)

4 T T nT(7b

which are again crude and oversimplified. (Ma, l' ) for g,

and g4 are (1/8, 1/2, 1/6) and (1/28, 3/10, 1/15), respectively.

The present solutions corresponding to g, and are

plotted in Figure 2. Exact solutions to a class of self-

similar flows in the same asymptotic limit have recently been

obtained independently by Gersten 0 , usin g a different approach.

Figure 2 also includes the exact solution for comparison.

Good accuracy and weak profile-dependence of the present

solutions are again in evidence over a wide range of A. The

present solutions can also be shown to reduce to the exact

limit for arge suction. Appreciable deviations from the exact

solution occur only near thermal layer blow-off where the

heat-transfer rate is very small. This is reminiscent of the

.118
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difficulty encountered in the skin-friction calculations

near the blow-off point 1 '.

Solutions to a nonsimilar flow in the same limit as

well as solutions for small Prandtl number flows appear

in Reference 5.
I The remarkable combination of simplicity and accuracy

of the present method in the heat-transfer calculations is

thus demonstrated. Application to compressible flows, though

not yet extensivoly investigated, is a straightforward

extension of the present procedure, and should not pose any

essential difficulties.

4. TRANSIENT HEAT CONDUCTION WITH PHASE TRANSITION

In this section, the same basic ideas will be further

developed to form an approximate method for studying a class

4 of nonlinear problems in transient heat conduction. The

problems considered in this paper are certain idealized models

of melting and ablation which are the predominant features

of re-entry teating. These simplified models of the problem

have also been used by Goodman11 '12 in his application of

the usual K-P method to nonlinear heat-conduction problems.

A direct comparison of the results is thus possible, and the

relative merits of the present method can be readily assessed.

4.1 Melting of Solid with Given Boundary Temperature

Consider first the problem of melting of a semi-infinite

solid with the boundary temperature, To, held fixed at a

constant value higher than the melting temperature of the solid.

As a further simplification, assume that the solid is

187
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initially maintained at the melting temperature, Tp, so that

the temperature distribution in the solid after melting takes

place need not be considered. This is usually a good approxi-

mation since the heat conductivity of a material is much

greater in the solid phase than in the liquid phase.

The governing equation and the boundary conditions that

describe the temperature distribution in the molten solid can

be written as

at 3- 2 ,0 0 < x < X(t) 0(8

T(O,t) = T (19a)
0

T(X,t) T(19b)

-k = dX (19c)

and
T(x,O-) = T (19d)

U I In the above system, x = X(t) denotes the location of the

melting line which is unknown in advance, and a is the thermal

diffusivity of the melt. Equation (19c) states the condition

at the melting line that the heat flux into the solid portion

provides the heat of fusion required to melt the solid. p and

QL denote, respectively, the density and latent heat, and it

! !is implicitly assumed that the density change associated with

the phase change is negligible.

It is characteristic of the conduction problems involving

a change of phase that a third boundary condition, i.e.,

Equation Q9c), appears in the differential system which is of

18
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second order. This is necessary because the boundary line,

X(c), is an add.tional unknown in the system.

Introducing the dimensionless temperature, 0, and a I £
dimensionless parameter, p, defined as

T-T
0 T P(20a)

0 p

and
k(T - T ) C (AT)

2 -  2 ,(20b)aPQ L QL

we can rewrite the system, Equations (18) and (19), as follows:

t= - (21)

ax 2

6O0,t) = 1 (22a)

O(Xt) = 0 (22b)

Del_ 2 dX(2c
ax X q Udt (22c)

The nonlinearity of the system can be made explicit by

recognizing that Equation (22b) is equivalent- to

Dt + dt g = 0  
(23)

Thus, combining Equations (23) and (22c) and applying the

original partial differential equation, (21), at x = X(t) lead

to an alternate boundary condition, i.e.,

2 a2 = (2e 2

2 2 ax at x =X(t) , (24)
ax

where the nonlinearity is obviou,.

We choose the same quadratic profile for 0 as the one

used by Goodman" so that a direct comparison of the resultq

can be made,

_ __ __9I
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= a(1 - ) (1 - a) (1 - x(25a)

I with

: a=2 (-1+ l +, .)(25b)

4This profile satisfies the genuine boundary conditions,

I Equations (22a), (22b) and (24).

The first a. second integrations of Equation (21) lead

to the following equations:

= e 1 dx+ 2X) (26)

Sand

r X , X12
at dx- = (27)

0 0 0

i " The present formulation then provides three equations, i.e.,

Equations (22c), (26) and (27) for three unknowns, X(t),

.WX and D ' once Equation (25) is used as the profile.

f 11eproblem is well-defined, and the heat fluxes at the boundary

and the melting line are all to be obtained from the physical

I, consideration of heat balance instead of the derivatives of

the assumed profile. It should be noted that three equations

1. are actually uncoupled, and their solutions pose no more

difficulty than the solution of a single equation for a single

unknown.

The solution for X(t) is easily obtained by solving

Equation (27) alone. It is case into the following form:

X(t)/2 / = [2(P + a + T14 v a , (28)

where a a(p) is given by Equation (25b).
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The heat flux, qw, at the boundary x = 0 follows from

Equation (26) with X(t) given by Equation (28). Thus, we

have 1 2 +2
/(PQ -a ++ ) (29)

Finally, the heat flux at the melting line, qX' is

given in terms of the melting speed, k(t), through Equation

Exact solution to the problem is available in analytic

form, thanks to the existence of similarity in the solution.

This similarity structure is a result of the lack of a

characteristic length in the given problem. A characteristic

length would be present if the heat flux was prescribed at the

boundary instead of the tempera -ure (see Zien6).

The present solution for X(t), as given by Equation (28),

is plotted in Figure 3(a) along with the corresponding exact

13solution from Carslaw and Jaeger and the solution by

Goodman11 using the usual K-P method with the same temperature

profile.

The accuracy of the present solutions is excellent, and

is generally better than that of the usual K-P method, as is

shown in Figure 3(a). The improvement is especially pro-

nounced in the region where u is moderately large. In re-entry

applications, AT is very large, and V is usually on the order

of one or greater. Therefore, the improvement is of practical

value.

It should be pointed out that in the usual K-P formulation

of this problem, the quantities, and are all
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obtained directly from the derivatives of the assumed profile. Y
The only basic unknown is X(t). However, two equatioins,

Equations (26) and (22c) are available for the solution of

X(t), resulting in a difficult chcice. This annoying

difficulty was also recognized by GoodmanI , and he has

actually presented solutions from the two different equations.

The difference is quite appreciable in the region of moderate

L values of 1j. To remedy this difficulty, GoodmanI1 proposed a

third-degree polynomia with an additional parameter to be

determined by the extra equation. The profile has the form

shown below:

Sb (1 + b(1 ) + (1 b b (30)

x 4 4 =bl ),+(30)

where b is the additional profile parameter.

The present approach is obviously free from such a

difficulty. However, for the purpose of testing the sensi-

tivity of results to the variation of profiles, we have also

calculated the results for the profile given in Equation (30).

In this calculation, we use the derivative of the assumed 
prfl for L in Equation (22c) so that the three equations,

(22c), (26) and (27), define the solutions for the three

unknowns, b, X(t) and

Thuo, we obtain from Equations (22c) and (27) the solutions

for b and X(t) as follows:

3 2A
b3j + 2(7b + 3) bp + 120(b- 1) = 0 (31a)

and

X/ rci r- (31b)
192

[idMMN01i .



10th Navy Symposium on Aroballistics fr:
Vol. 2

The result is also plotted in Figure 3(a). It is seen

that in the region of p covered in the figure, the result is

virtually indistinguishable from that corresponding to the

quadratic profile, Equation (25). Therefore, the highly m

desirable property of the approximate solution, i.e., the

insensitivity of results to profiles, is again in evidence.

This property constitutes a significant improvement to the

classical K-P method. The comparison of the results for q

is very similar to that shown in Figure 3(a), and can be

found in Reference 6.

Another approximate method for solving the melting problem

14has been proposed by Sharma, Rotenberg and Penner based on a

partial satisfaction of the differential equations and boundary

conditions. Depending on the degree these original equations

are satisfied, the method can provide higher approximations A

(not in a systematic sense) but with increasing complexity.

Kulyapin 15 , apparently unaware of the work of Reference 14, also

proposed a method recently which is basically equivalent to the

14
lowest approximation of Sharma, et al. . The solutions by the

method of References 14 and 15 for the melting problem

considered here are compared with the present solutions in

Figure 3(b). It can be seen that only the highest approximation

of Reference 14 has an accuracy close to the present method.

The larcje discrepancy of the results corresponding to different

degrees of approximation in Reference 14 is to be noted.

19i
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4.2 Idealized Model for Ablation

Consider the problem of melting of a semi-infinite solid

due toa constant heat flux, qo, applied at the boundary, with

' the melt instantaneously and completely removed upon formation.

This is an idealized model of aerodynamic ablation usually

I. encountered in the flight of high-speed vehicles. For example,

during re-entry the aerodynamic shear force on the body could

effectively wipe away the melt upon its formation. The solid

is assumed to have a uniform initial temperature, T., before

the application of qo" The problem actually consists of two
parts: a pre-ablation period during which the boundary is

being heated up to the melting temperature, and a post-ablation

period during which the melting is progressing with the melting

line acting as the new, moving boundary. For the pre-ablation

part, the problem is linear and can be treated either exactly

jby standard techniques or approximately by the present method.

The post-ablation part is the primary subject of study here.
Histricaly, anda 16

Historically, Landau was the first to present numerical

V solutions to this idealized ablation problem. Using the usual
11

K-P method, Goodman obtained approximate solutions to this

I problem with a polynomial form of temperature profile. Most
17

recently, Vallerani studied the more general case of a heat

flux of the form qo ~ t by the usual K-P method, but with an

I exponential form for the temperature profile.

We shall apply the refined K-P method here to the idealized

f! problem with a temperature profile identical to that used Ly

Goodman 1 and introduce a thermal penetration depth, 6(t).
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The post-ablation period is considered here. At t = 0

the melting line begins to proceed in the x direction, i.e., i

X(0) = 0. However, the thermal penetration depth is finite

and equal to 6p , due to the pre-ablation heating effect. j K
The basic differential system describing heat conductionII

in the solid is as follows:

aT 2 T

= 2 X < < 6 t > 0 (32)

T(X,t) = T (33a)p

= _-T + PQ d (33c)I Ix

The last equation states the fact that the heat input, qo' is
0

equal to the heat flux into the solid plus the rate of heat

absorption in the melting process. Strictly speaking, an

initial temperature distribution immediately before ablation

is needed to complete the formulation. In the integral approach, f

this initial condition is implicitly specified by the form of

the prescribed profile used in the calculation.

From the parameters appearing in the system, Equations (32) "

and (33), a characteristic length, Zc' and a characteristic

time, t can be found, i.e., i,
pk (6T)QL

k(AT) t = 2k"T)L£c = qo c 2o
q0  2q

q0

where AT Tp To. Following the notations of Goodman11 , we

shall use the dimensionless quantities defined below in the

ensuing calculations:
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T T

QL qo(0 - X) qo x

C (AT) k A) 7T
together with dimensionless length and time defined as

x_ t
and T =.- -t

In the dimensionless formulation, the equation and boundary

conditions take the form given below.

_e -2A < < A (34)

and

e(,T) = o (35a)

0 ( + A,-r) = 0 (35b)

,+ 1 =d (35c)

The temperature profile is assumed to be
2  2

( = (1- ) (36)

which has two parameters, W(t) and X(t), and satisfies the

genuine boundary conditions, Equations (35a) and (35b), and

I an additional condition of =0.

III, Proceeding with the refined K-P method of solution, we

V' obtain from the first and second integration of Equation (34)

.I the following two equations:I

3 i + (37)
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and

-d-( + 2X,) = V (38)

The limits of integration here are from X = to , = X + .

Also, Equation (35c) has been used in deriving Equation (37).

Equations (35c), (37) and (38) are to be solved for the

three unknowns, (T), A(T) and Do

Equations (37) and (38) are first easily integrated to give

the following parametric solutions for X(T) and E(T):

1 -+ 3v) 1
T l1+ 3(l ] (39)T= 3 2p 3 -P + 3i+ )np_3(1 + )

and

X rV P](40)
=1 + - 3 . -,(o

where the conditions X(0) = 0 and (0) = p have been imposed,
p

p
p being the initial thermal penetration depth determined from•

the pre-ablation solution. The solution of the heat flux into

the solid at the melting line, from

Equation (35c) using X(T) given by Equations (39) and (40).

For the present discussion, we only need solutions for X(T)"

and r (T).

The exact solution for the steady state can be easily

derived as follows. We seek a solution of the ablation

problem in which the ablation line moves at a constant velocity,I V (dimensionless), and the temperature field appears steady in

a coordinate system W,T') moving with the ablation line.

The transformation from ( ,T) to( ',T) is Simply = VT

and T' = T. Therefore, Equation (34) transforms into ( ',T') 3
system as ~19"/
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-V = , 0 < '< 0 (41)

The exact boundary conditions (see Eqns. (35a-c)) become

O(0,T') = 1, e(-,T') = 0 and 96 (0,T') = V - 1.

Therefore, integrating Equation (41) from ' = 0 to

gives

V 1+ (42)

which isthelimiting solution given by Landau16.

The steady-state solution can also be readily obtained by

letting T in the present solutions. It can be shown that

this limit corresponds to T + 3(1 + V), and that the limiting

solution is independent of p and is given by I
p

X . (43)

which is identical to Equation (42).

For solution near T = 0, the controlling parameter is ,

the initial thermal penetration depth. The approximate solution

in this initial period is very critically dependent on p
p

The solutions of X(T) have been calculated using two values
i ,.

of First, we use the approximate solution of the present
p

method with a quadratic profile, and we get p = 8/3. The

V second choice of is based on the combined use of exact

solution of the pre-ablation problem and the present solution

for the penetration depth corresponding to the quadratic

profile. For this choice, we have p = /2. (See Ref. 6 for

details.)
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Solutions of X(T) are plotted in Figures 4 and 5 for

=-- and - = V , respectively, for which the corresponding
-~ 16

solutions of Landau (exact in numerical sense) are avail-

able for comparison. Goodman's solutions are also included

in the figures for reference. We note that Landau's results

:were presented in graphical form in Reference 16. For the
present purpose, these results are carefully replotted, using

an interpolator. It is clear that the iresent approximate

solutions are generally better than Goodman's approximate

solutions, especially for moderate and large values of T.

For small T, both approximate solutions are sensitive to .

pIs The second choice of tp, i.e., p = /2n, gives much improved
pp

results for the present method. This finding seems to suggest

that it is advisable to use the exact solution for the pre-

ablation part of the problem if a high accuracy in the small

time solution is desired. This should not be difficult be-

cause the pre-ablation problem is linear. Therefore, exact

solution can usually be obtained by standard methods with

ease.

The accuracy in the ablation rate, d' can be inferred
.1T
from Figures 4 and 5. It is noted here that the accuracy of

the present solutions is generally good except very near

T = 0. The present solutions predict a finite initial ablation

rate, whereas the exact solution 16 gives zero initial rate

but an infinite acceleration for V > 0.
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5. CONCLUDING REMARKS

The primary objective of this paper is to present a

simple method for the approximate calculation of aerodynamic

-. properties, particularly aerodynamic heating. Representative

applications of this method given in the paper include

v .j calculations of skin friction, convective heat transfer in

transpired boundary layers and transient heat conduction in

the presence of a phase transition.

The analytical nature of the method provides considerable

physical insight into various problems in the solution process,

and thus facilitates the understanding of the physical

phenomena under investigation. The remarkable combination of

simplicity and accuracy represents the principal merit of the

method. The general weak profile-sensitivity of the solution

is equally significant. It allows accurate solutions to be

generated without an advance knowledge of the structure of

the exact solution, and thus makes the method practical.

Although applications of the method have been made only

to idealized problems, the essential features of the general and

realistic problems are all retained in the idealized models.

Therefore the applicability, as well as limitations, of the

*:i * method can be assessed on reasonably general grounds, based

on the results obtained for these idealized cases.

The applications illustrated in this paper constitute the

basic elements of an approximate procedure for the entire

aerodynamic heating analysis. From the simp icity associated

with each individual element, the practicality of the
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integrated procedure can be inferred. This approximate method

should be particularly useful for parametric studies in the

preliminary design of various high-speed vehicles.
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Foreword

Thne study reported here is experimental: its output consists of ap-

proximately 200 pages of tabular and graphical data. It is the intent of
the present paper to outline the range of available data and to illustrate

the principal trends. lo this end, most of the figures in the present .

paper are line representations of the data, for compactness, clarity, and

economy. Serious users are invited to obtain copies of the complete

:1 report either by writing directly to the author, or by referring to the

doctoral thesis of Marcos de Mattos Pimenta, Stanford, 1975,through

University Microfilms, Ann Arbor, Michigan. Your inquiries will be most .

welcome.
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c f/2 Friction facto, gcw/p

SpSpecific heat at constant pressure

6 Thickness of the velocity boundary layer, U= 0.99
COi

6 1l Displacement thickness, (1 - - )dy

00

.2 Momentum thickness,] 1 - )dy

A2  Enthalpy thickness, oU )dY

H Eddy diffusivity for heat

CM Eddy diffusivity for momentum

F Blowing fraction, pV/p,.U.

G Shape factor, Clauser sense, see Eq'n. (3)

c Gravitational constant

h Heat transfer coefficient

H Shape factor, Karman sense, 61/ 62

i Enthalpy, here taken as cpT

Ip
i Enthalpy at wall temperature, cpT w

i Enthalpy at free stream temperature, C T
00 p OD

K Mixing length constant, k = Ky

2. Mixing length

Prt Turbulent Prandtl number, SM/eH

tq2 Turbulence kinetic energy, (u'Ti + v' +w' . )

r Radius of spherical surface elemer.ts

p. Density of the free stream fluid
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St Stanton number, h/poUc

T Dimensionless temperature, (T - T)/(T - T)

t Temperature fluctuation

T Dimensionless temperature, (Tw - T.)St/

T Shear stress

Tw Wall value of shear stress

U Velocity in x-direction

UA Free stream velocity

U Shear velocity, ;g7w/P-

U Dimensionless velocity, U/U.

'u' Velocity fluctuation, x-direction

V Velocity in the y-direction, normal to the plane of the wall

vi Velocity fluctuation, y-direction

we Velocity fluctuation, z-direction,

-1 x Downstream

y Perpendicular to the wall

y Dimensionless y-position, yU /v

I 
20
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!I
This STRUCTURAL STUDIES OF A ROUGH WALL BOUNDARY LAYER

This sumarizes an experimental study of the structure of the

turbulent boundary layer on a deterministically rough surface subject to

heat transfer and transpiration. Data are presented for the heat transfer

and friction behavior, as well as profiles of mean velocity and mean tem-

perature and turbulence quantities including the turbulent shear stress

M and heat flux.

The heat transfer and friction behavior of surfaces is strongly af-

4 1. fected by roughness. The difference between smooth and rough values can
reach a factor of 3 or 4, or even more depending upon the situation.

System design studies aimed at predicting drag or cooling requirements

are subject to large uncertainties because no generally valid model of

rough surface behavior is as yet available. One reason for the lack of

a general model is that the problem is very complex. Surface roughness

can take many forms and the shape of the roughness elements affects the

interaction, as well as their size. A second reason, however, is that

I the bulk of the roughness data now in the literature does not include

the kind of information needed as input to the modern boundary layer

Ii prediction programs. Most of the roughness data in the literature were

- Itaken prior to the emergence of finite difference methods. The overall

effects of roughness were noted, but not the sort of data needed to

deduce the closure relationships. Existing data were, for the most part,

aimed at supporting integral methods, or purely correlative efforts.

I -Modern methods are mainly finite-difference equation solvers, and require

empirical "closure" schemes to calculate the turbulent transports. The
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existing data do not, therefore, provide as good a basis for comparing two

models as would be desired, or for developing a new one. Many different

A models could yield the same heat transfer or friction behavior over a

small range of conditions (matching available data) and yet predict

widely different results under system design conditions (predicting ser-

vice behavior). A better test of the validity of a turbulence model

would be to require it to satisfactorily predict not only the surface

heat transfer and friction behavior, but also the distributions of mean

velocity and temperature and other, "higher order", properties of the

I flow. This requires an extensive data set containing information at dif-

ferent levels concerning the same flow situation.

The present data set is aimed at this problem. The intent was to

compile an in-depth picture of the behavior of a reproducible test case,

permitting evaluation of models of different levels of sophistication.

41i The present program at Stanford envisages use of closure models up

to and including the various two-equation turbulence models and some ex-

amples of Reynolds stress closure. To support these efforts, it was

deemed necessary to acquire data at each of the levels of information

shown in Figure 1: Stanton number, friction factor, mean velocity dis-

tribution, mean temperature distribution, integral parameters, turbulent

Prandtl num~ber variation, and first and second levels of turbulence quan-

tities. We have not, at present, proposed a model. The effort has been

to collect a coherent and complete set of data and make this data avail-

able as a reference set against which to test future models. The complete

work upon which this summary is based is by Pimenta [1].
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The Physical Situation

The surface used in these studies is shown in Figure 2. It consists

of spherical particles 1.25 mm in diameter brazed together in a most dense

array with the crests of the balls all lying in one plane. A total of 8.5

million balls were brazed into plates 12.8 mm thick. These were arranged

to make a test plate 2.4 meters long and 0.46 meters wide, divided into

24 segments each 0.1 meter in the flow direction. Each of the 24 seg-

ments comprised an independent test unit, equipped with imbedded electric

7 Theaters, controllable transpiration flow, and temperature instrumentation.

The apparatus has been described in detail by Healzer [2].

The test plate was installed as the bottom surface in a closed loop

wind tunnel capable of attaining wind speeds up to 75 m/s. A secondary

4 blower provided transpiration flow at up to 0.75 m/s. Both the main flow

and the transpiration flow were air.

Heat transfer from -he surface was measured by energy balance, using

the measured electrical power to the plate heaters and correcting for heat

losses by radiation and conduction. Boundary layer data were acquired

using one hot wire anemometer probe for both velocity and temperature

rdata, with two separate electronic channels: one for the velocity data

and one for the temperature data. This sequential technique eliminates

positional ambiguity in matching temperature and velocity profiles.

Friction Factor and Heat Transfer

Figures 3 and 4 show friction factor and Stanton number data for the

rough surfaces, in two different coordinates: x-Reynolds number and bound-

ary layer thickness. Note that In x-Reynolds number coordinates the rough

i I wall behavior is markedly velocity-dependent, for both friction factor and
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Stanton number. For the present surface, velocities above about 15 m/s

produce "fully rough" behavior with the result that friction factor and

Stanton number become independent of free stream velocity, varying only

with the boundary layer thickness. The same data shown plotted versus

boundary layer thickness shows no velocity dependence once the fully

rough state is attained. Velocities higher than 40 m/s have been run

in other studies, and the results coincide with the dao hrnq, here for

27 and 40 m/s. The choice of ball-radius, r, as the rtlpant scaler
was arbitrary.

The behavior shown in these two figures is typical of fully rough

and transitionally rough behavior. Values derived from previous work on

sand grain or "k"-type roughness, accepted in the literature, support

these results. It can therefore be accepted that the structural details

;, reported in the following sectior.. are, in fact, the structural details

of a fully rough boundary laye, Tlow of a conventional nature. The struc-

tures found here can be regardp-' -is typical of "sand grain" type roughnesses.

Friction factor is seen to b, function only of the bouidarv layer

thickness, in the fully rough state. e velocity profiles ari invariant

in velocity defect coordinates and Yriction factor has bee; shown, by

these studies and others, to be a unique function of momentum thickness,

for a given surface.

A good apiroximation to Cf/2 for the present surface is:

-0.175

Cf = 0.00328 (2) (1)2

This is one of many relationships which fit the data in Figure 3: its

coefficient and exponent were selected to best match the behavior at large

values of 62 Al
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Stanton number is also a function only of the boundary layer thick-

ness, and can again be approximated by a simple form involving the en-

thalpy thickness:

St = 0.00317 (2)

These results apply only within the range of boundary layer thickness

shown in Figures 3 and 4. There is evidence within these figures, and

in the turbulence structure data, to suggest that the boundary layer over

a given rough surface might be capable of attaining a truly asymptotic

state (constant friction factor and constant Stanton number) if allowed

to run long enough along the surface. Such behavior has been predicted

for certain types of roughness ("d"-type, according to Perry and Joubert

[3] but not previously attributed to "k"-type roughness.

Distribution of Mean Velocity and Temperature

I Figure 5 shows three views of the mean velocity distribution in a

rough wall boundary layer. In 5a, the smooth wall "Law of the Wall" is

compared with rough-wall behavior, in inner region coordinates suitable

- for discussion of the rough-wall problem. In this figure the distance

f "y" is measured from the crests of the balls and no correction has been

I' applied. One may, if desired, add a correction, Ay, to the value of

y to simulate the effect of a plane wall submerged Ay beneath the

I. crests of the balls. Such an exercise will result in straightening out

the curvature of the profile shown in Figure 5a and the slope of the

resulting straight line agrees with the "law of the wall" slope. In

velocity-defect coordinates typical rough and smooth profiles are iden-

tical in the outer region, from y/6 of 0.01 to 1.0 as shown in Fig. 5b.
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Use of a y-shift of 0.006 in. conceals one aspect of the data: the absence I
of viscous effects above the crests of the balls. The data point at

y/6 = 0.01 actually lay at y/6 = 0.005 measured from the crests of the

balls. The third view shows the general shape of smooth and rough profiles,

compared at the same x-Reynolds number. Note, in particular, the absence

of the knee in the velocity profile. There is no region of large velocity

gradient visible within the layer above the roughness elements.

Figure 6 shows the mean temperature distribution in a typical rough-

wall boundary layer. The distribution of temperature is similar to the

distribution of velocity but does not extrapolate to zero at the same

y-location. This is shown in Figure 6b which plots T versus U direct-

ly . The line is straight everywhere inside U = 0.9 but flies above

U in the inner region; At the location where U extrapolates to zero,

T is still nearly 0.1 instead of zero. This is distinctly different

from the behavior of a smooth-wall boundary layer, also shown, where T

lies below U in the inner region, and approaches zero with U.

This -ehavior of the T - U plot lends support to the idea of model-
I ing the rough-wall heat transfer using a "stagnant film" or "conduction-

layer" within the roughness elements. It is in this region that molecular

effects can be found: below the crests of the roughness elements.

Shape Factor, Mixing Length, and Turbulent Prandtl Number j-.
The shape factor for the fully rough boundary layer can be discussed

either in the Karman sense, H 6 /A or the Clauser sense, G, as

defined below

A4~72
Gl -1 dy 6.7 (3)

0 T

215



10th Navy Symposium on Aerobullistics

1 Vol. 2

or

H 1 1.45(4
2

The factors G and H are related by
lH (5).Y

two Measured variations of H with length are shown in Figure 7a for

two different velocities, both in the fully rough regime. The shape fac-

tor H is shown to be a very weak function of x, therefore a very weak

function of thickness.

The Prandtl mixing length can be used to describe the fully rough

boundary layer. The outer region (y/6 > 0.1) seems the same as a smooth

layer. The inner region follows a straight Prandtl formulation, 1 = Ky

with no damping, and K = 0.41 as shown in Figure 7b. A typical smooth

wall result is shown for comparison, as well as a sample from a transi-

tionally rough case (U, = 52 fps on this same surface). A "y"-shift of

0.15 mm was used with these data, being the value of "y"-shift which resulted

in the longest straight line log region in Law of the Wall coordinates.

The turbulent Prandtl number was calculated from measured turbulent j
shear stress and measured turbulent heat flux and is shown in Figure 7c.

Compared to smooth-wall behavior, the values tend to be lower, near the i
wall, and slightly high in the outer region. Again, this reflects the

absence of a "near wall region" which behaves differently from the outer

region.
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TurL~ulence Quantities
Rough wall boundary layers have different distributions of turbulence

quantities than do smooth wall layers. Figure 8 shows measured distribu-

tions for smooth, transitionally rough, and Fully rough conditions. Of

prima-y importance are the disappearance of the u'-peak very near the wall

and the rise in level far from the wall. For a smooth wall, the peak

occurs at about y = 15, in the region of maximum production of turbu-

lent energy. In the present fully rough case, there is no maximumi in tur-

bulence production above the crests of the balls: the production rises

monotonically, having its largest measured value at the nearest point to

the wall. The level of turbulence does show a maximum, however. Values

of ; decrease very near the wall, perhaps due to pressure inter-

actions, while a higher degree of isotropy seems to hold in the very near

wall region, extracting more energy from the axial fluctuation than in

the smooth-wall case and delivering it to the transverse components.

The turbulent shear stress distribution is shown in Figure 9 in dif-

ferent formats. Of particular importance is the fact that the iPT cor-

relation coefficient seems to be uniform through the layer, with a value

of 0.45 (the same as expected for a smooth layer) and the ratio of Reynolds

stress to turbulent kinetic energy is uniform at 0.15 (again, the same

value as in a smooth-wall layer). Thus it appears that both of these im-

portant relationships are the same in rough and smooth wall boundary>I

layers.

Figure 10 shows the distributions of CU'2 and tL versus y/S

to 'llustrate the similarity in their behavior. Figure 11 shows the corre-

lation coefficients for Ui'V and V'tT  to be uniform through the layer

and the turbulent heat flux tu vary with U T just as turbulent shear
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stress varied with U"

Figure 12 shows the turbulent shear stress and turbulent heat flux

distributions through a fully rough boundary layer. The distributions

are nearly identical.

The Effect of Blowing

Roughness is frequently accompanied by blowing through the surface1K:) i(as in a charring ablator). Figure 13 shows Stanton number and friction 4

factor data for the present program, as a function of the blowing frac-

tion, F. There is no velocity dependence in the data: for a given value

of F, St and Cf/2  are functions of boundary layer thickness only.

1 "Thus even the blown layers are "fully rough" even though the values of,

roughness Reynolds number become very small. One hypothesis regarding

this suggests that the pressure field on the surface, induced by the small

jets of injected fluid, have some of the same effects on the flow as would

solid protuberances. Thus, a, the blowing increases, the surface seems

to become physically rougher, and in such a way that its net behavior

remains fully rough. It has been shown by Healzer [2] that the changes

in friction factor and Stanton number caused by blowing can be calculated

using the same relation3hip :,sed for a smooth wall, providiny the compari-

son is made using rough-wall baselines and parameters.

Figure 13 also shows the effect of blowing on the velocity profiles.

In particular note that blowing through a smooth wall results in a profile

which is indistinguishable from that of a rough wall.

I Figure 14 shows the way in which blowing affects the turbulence quan-

tities in the boundary layer, both in the outer region and the inner region.

4 'Blowing decreases the values near the wall and increases the values far
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from the wall. The distribution of turbulence in a smooth-wall 
boundary 5

layer with blowing looks not unlike that of a rough-wall boundary layer

without blowing. Blowing through a rough-wall layer simply accentua2tes

this effect. Figure 15 shows the correlation coefficients, the mixing

length distributions, and the turbulent Piandtl number distributions

measured in fully rough boundary layers with blowing. It is apparent

that none of these are significantly affected by the presence of blowing. " -

The outer region of the rough-wall boundary layer with blowing seems 
gov- A

erned by the same transport mechanisms as the outer region of a smooth-i

wall flow without blowing.

Concluding Remarks

The data summarized here are available either from University Micro-

films, Ref [l), or directly from the author as Report HMT-21 to eligible

users. None of the material is classified, A
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1. Descriptors of the turbulence structure.
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2. The surface used in the present tests: densely nested spheres.
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PAPER NO. 22

HEAT TRANSFER FROM A TURBULENT BOUNDARY
LAYER ON A POROUS HEMISPHERE

Robert H. Feldhuhn
Naval Surface Weapons Center

a White Oak Laboratory

Silver Spring, Maryland 20910

ABSTRACT

Heat transfer distributions have been measured in

a wind tunnel on a porous spherically blunted, 2-inch

radius sphere cone at a Mach number of 5 and a free

6stream unit Reynolds number per foot of 17.6 x 10

For this condition, turbulent flow exists on the

hemisphere. In addition to the measurements of heat

transfer on the porous surface, heat transfer data

were also obtained on an impermeable conical aft body

(ec 50) The experimental data are compared with

calculated results from the BLIMP program and previous

heat transfer correlations obtained on porous flat

plates.
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NOMENCLATURE

C p specific heat, BTU/lb-OR

dv differential volume, ind

dA differential area, in 2

All total enthalpy difference, BTU/lb

11 heat transfer coefficient, BTU/sec-in 2-0R

P pressure, psia

Q heat transfer rate, BTU/sec-ft'

R n nose radius, in

Re, local Reynolds number based upon momentum thickness

S distance along model surface, in

* T temperature, OR

t time, sec

V w injectant velocity, in/sec

w mas~s flux, lb/sec-ft'

P density, lbs/Jn3

Subscripts

g injectant gas properties

in model material properties

01 without mass additionI
000 free-stream stagnaticii conditions

t stagnation condition behind nor:mal shoelk-wave

-; i 2
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I. INTRODUCTION

It has long been recognized that transpiration

cooling1 - and/or ablation5'6 techniques can be

employed to thermally protect regions with high heat

Ntransfer rates on vehicles traveling at hypersonic

SJ. velocities. In view of the fact that both of

-* these thermal protection techniques rely in part upon

a transfer of material from the surface into the viscous

boundary layer which surrounds the vehicle, it is V

important to understand how the convective heating

varies with mass addition. Uncertainties remain

concerning the effect of the mass transfer upon boundary

layer transition from laminar flow to turbulent flow,

Si the local reduction of heat transfer as a function of

mass transfer and the downstream cooling effect of

upstream mass transfer.

The dependency of convective heat transfer upon

mass transfer has received attention in previous

experimental and theoretical studies. Comprehensive

studies which provide an overview of previous programs

concerning mass addition effects on turbulent boundary

layers were presented by Jeromin,
7 Baronti, Fox and Sol 8

1 and Kays.9  Discussions of some calculations of'

turbulent boundary layers with mass transfer are presented
by Anderson and Kendall,0 Landis and Mills, and-

Lubard and Fernandez.12 The effect of mass transfer4 241
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upon boundary layer transition for sharp cones has

been experimentally illustrated by Marvin and Akin.1 3

Mass addition effects upon the laminar boundary

layer on a blunted cone were experimentally addressed

by Pappas and Lee. A review of the preirious studies

indicate that while laminar and turbulent boundary layer

calculations can apparently be performed for compressible

flows with mass transfer, pressure gradient and heat

transfer effects included, there is a scarcity of

experimental data which can be employed to validate

the calculations.

In view of the fact that mass addition and pressure

gradients exist in the vicinity of nose tips and leading

edges of hypervelocity vehicles, an experimental program

was initiated to obtain some heat transfer data which

could be compared with previous'1y developed calculations

and correlations in order to assess the predictive

accuracy of these techniques.

II. EXPERIMENTAL CONSIDERATIONS

A. Model Design

In order to obtain - at transfer data for compressible

turbulent boundary layers with both mass transfer and

pressure gradient effects present, the model illustrated

in Figures 1 and 2 was constructed. The model features

2J42
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a porous beryllium-copper hemisphere-cone forebody,

.085 inch thick, with an impermeable stainless steel

aftbody, .025 inch thick. A two-inch nose tip radius

was chosen in order to be confident of obtaining

turbulent flow on the hemispherical portion of the nodel.

* . Beryllium-copper was chosen as the material for the

porous forebody because of the high strength andI
thermal conductivity properties which are evidenced

by the impermeable beryllium-copper alloys. 1 5  Such

properties were required for these experiments in

- order that thin wall heat transfer data reduction

techniques could be employed with large models that J
contain pressures on the order of 300-400 psia.

A tabulation of the properties of the porous beryllium-

copper material are provided in Table I.

The porous section was fabricated from two billets

of porous beryllium-copper in order to obtain a model

with one permeability for chamber #1 and another

permeability for chambers #2 and #3. This design

option was chosen in order to insure that the mass

" flow through the porous surface would be relatively

independent of model surface pressure and yet would

-1.not require prohibitively large internal pressure to

satisfy the maximum mass flow requiremcnts. These

materials of different permeability were joined by a

243



10th Navy Symposium on Aeroballistics

Vol. 2

circumferential electron beam weld. For the purposes

of this investigation, only dat. with mass addition

from the hemispherical section of the porous model

(chamber #1 and #2) will be presented. Heat-transfer

data were obtained on the conical section for conditions

that included mass transfer from the porous conical

section (chamber #3). These data are not being

presented at this time because of large scale

permeability variations (permeability 1 a ± 35 percent)

on this section of the model. On the hemispherical

section of the model, the 1 a variations in permeabi-ity 4

are approximateiy 10 percent and 13 percent for sections

of the model covering chambers #1 and #2, respectively.

These variations were determined by sampling flow rates .

through an 0-ring tipped tube with an effective diameter

of 0.173 inch.

The porous nose tip and impermeable aft-body were

instrumented with copper-constantan and chromel-alumel

thermocouples, respectively. A high pressure seal

for the thermocouple wires was fabricated for each

of the three chambers illustrated in Figure 2.

Furthermore, each chamber had an independent

injectant gas feed line and pressure monitoring line.

2I

244



IT Y, 'LAM :% . , .

10th Navy Symposium on Aeroballistics

: ~Vol. 2

B. Facility and Test Conditions

The experiments were conducted at a free stream

Mach number of 5 in the Hypersonic Tunnel at the Naval

Surface Weapons Center, White Oak Laboratory. This

facility is an open jet wind tunnel with a run time

capability on the order of minutes for these test

conditions. A two dimensional contoured nozzle with a

test section height of approximately 16 inches was

utilized. Dried air is the free stream test mediu.,

while ritrogen was the transpired injectant gas.

Heat transfer measurements were obtained at a

nominal free stream Reynolds number per foot of

17.6 x 10 with the model at zero degrees angle of

attack. For this condition, typical fr,e stream

stagnation pressures and temperatures were 735 psia

and 500'F, respectively.

C. Test and Data Reduction Technique

Prijr to the test, the model was located beneath

the open jet test section. The desired nitrogen gas

injestion rate for each chamber was independently

established by regulating the pressure upstream of a

choked nozzle. The mass flow rate is determined frorm

the measured upstream stagnation pressure, stagnation

*emperature and calibrated discharge coefficient

for the nozzle. A transient heating condition was

established around the model by injecting it into th

center of tne unifor. wind tunnel strea',i. ,A typical

~L '245 4
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transit time from the bottom of the nozzle to the

nozzle axis is 0.11 sec. As the model was injected

into the stream the wall temperatures wex'e recorded

every 0.04I second on magnetic tape, Typical test

durations lasted about 5 secord3, but only t,:mperature

data obtained withtn the first 0.641 second after the

model reached the nozzle axis were used for transient

heat transfer data reduction purposes,~

Heat transfer data for the porous and impermeable

sectionc, was obtained by the transient thin skin

ccn-rinmeter technique,ll)l 6 l This technique

* .ssumcs_ heat balance of the form

h[T -T I (P C __d d +o-w m p A TAdtF P WV C P(T -T)9

t=0+ I

The recorded wall temperatures were curve fitted and

differentipated with respect to time in order to

determine the ini"%*Jal deri'rativoj of temperature with

reopect to time. With the exception of the stagnation

poir., all ocC the expev~imental data obtainec on the

hemisphere, that will be documented herein, represent

an averalge of reduced data from two different size

theirnocouples (30 and 36 gage nire) displaced fromi

a Z-9* E l -



10th Navy Symposium on AerobMllistics

Vol. 2

from each other by 180 degrees. On the frustum,

the data, excepting that obtained at S/R = 5.02,

represent an average of reduced data from at least

two thermocouples. E-sed upon an inspection of the

data, it is believed that the uncertainty in the

experimental data due to random errors are less than

±10 percent on the hemisphere and ±20 percent on the

frustum.

2 II. NUMERICAL CALCUL.tTIONS

A limited number of boundary-layer calculations

were conducted for the mode]. geometry, Figure 2, and

test conditions of interest. These calculations

were obtained with che Boundary-Layer Integral Matrix

Procedure (BLIMP) developed by Kendall and his
i10

co-workers. The BLIMP code utilizes an integral

strip method for solving the multi-component, norsim.)ar,

laminar, and turbulent boundary-layer equations. For

tur-bulent ooundary-layer flows, the time averaged

cquations of motion are solvd utilizing an eddy

viscosity model to describe the "'Reyrolf stre. s"

term clus constant .irbulent Prand-l and Schmidt

nunbers in the energy ind species ccnservation

equations. At the time tize boundary-layer computatio)ns

were performed, the prEssure distribution was modeled

11by a Newtonian ".proxima,.ioi,. This approximation is

compared with a more exact f4.ni.te dl.ference calculation
- t

in uigure 3.
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Tabulations of the input mass flow rates and

calculated heat-transfer rates for these calculations

are provided in Tables II andi III. Case number 1

represents a laminar boundary-layer solution with

zero mass addition. Case numbers ? through 13 represent

turbulent solutions with mass addition. For the

purposes of the turbulent calculation, turbulent flow

is assumed to occur when the local momentum thickness

Reynolds number is greater than 100. Comparison of

the tabulateO results for case numbers 2, 3, 4 and 5

at an S/Rn of 0.192 indicates that increasing mass

transfer initially decreases the heat-transfer rate

and then increases it over the zero mass addition value.

InsDection of the results of the calculation indicates

that this reversal is due to a f,)rward movement of

tranisition due to the increase in the momentum thickness

with increased mas3 transfer. However, for those

stations where transition does not occur, these results

ind',:tte that increasing the mass flow rate decreases

the heat-transfer rate to the surface.

Case numbers 7 through 13 were intended to numerically

demonstrate the effects of discontinuous mass addition.

Comparing the results at stations S/R = 0.663 and 0.681
n

for case numbers 12 and 13, one notes a predicted

variation in heat-transfer rate of the order of

60 pcrcent to 150 percent over a pbysical distance of

approximately 0.04 inch.
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- An attempt was made to correlate the calculated

laminar and turbulent heat-transfer rates as a function

of the mass transfer in terms of previously suggested

nondimensional parameters.2,4,6,19 This result,

illustrated in Figure 4, shows that the previously

3developed empirical correlations based upon flat plate
data provide a reasonable approximation to the

1. calculations. However, closer examination of the

mass-transfer and heat-transfer rates tabulated in

Tables II and III for case numbers 3, 4, 5 and 6 indicates

" 1.that the greatest departures from the Leadon and
S tt empirical correlation curve appear at an

SIRn = 1.484, the sphere cone tangency point, where

the pressure gradient is the largest. These resultsV

indicate that a more conservative prediction scheme

such as that attributed to Arne should be employed in

regions of large pressure gradient and high mass flow

rate.

IV. EXPERIMENTAL RESULTS

i .} A tabulateon of experimental conditions for

114 different comr,.)nations of mass flow rates from

."the hemispherical portion of the model are provided

in Table IV. A tabulation of experime:itally determined

heat-transfer coefficients and test conditions for

these 14 experiments is provided in Table V. Test

numbers 66, 68, 73 and 79 were conducted in order to

I demonstrate the effect of increasing mass addition

249



10th Navy Symp)uum on Asroballistics

Vol. 2

over a spherical segment from the stagnation point to

a S/R = 0,52. Tests 67, 74 and 82 were conducted in, n

order to demonstrate the effect of local mass addition,

without upstream effects, on the hemispherical portion

of the nose tip where the pressure gradients are

greatest. Tests 69, 75, 83, 80, 81 and 84 provide

local data with upstream mass addition effects present.

Comparison of the magnitude and distribution of the

mass flow rates tabulated in Tables II and IV indicates

that the data obtained in experiments 1, 67, 69 and 82

can be compared with film coefficients defined for

case numbers 2, 7, 5 and 8, respectively, if one neglects

the numerical calculations for S/R > 1.484 in case
n

number 5 as this calculation included mass transfer

on the frustum. These results are plotted in

Figures 5, 6, 7 and 8, respectively.

The experimental data without mass addition,

illustrated in Figure 5, show very good agreement with

the BLIMP calculation in which one assumes that

boundary-layer transition occurs at an Re0 = 100.

From the experimental viewpoint, this agreement between

experiment and theory for the baseline case of zero

mass transfer is interpreted as a reflection of the

fact that a turbulent boundary layer exists on the

hemisphere to within approximately 20 degrees of the

stagnation point (S/Rn = .30).

n5~250
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Examination of the hemisphere data (S/Rn< 11.484)

In Figures 5, 6, 7 and 8 shows the largest experimental

• uncertainty about the average value exists at an

S/Rn = 0.63. It is believed that this uncertainty is

due to a systematic error of approximately 20 percent

as each of the two thermocouples which are located at

this station consistently provided data either above or

y. below their common average reading. Mass addition

f ~ caused a reduction in the heat transfer coeffficient

calculated from the thermocouple output in either case.

The lower value of the two readings generally shows

closer agreement with the calculation. Possible

sources of the systematic error might be due to local

surface roughness or local material inhomogenieties

ii in the porous material.

Generally speaking, one observes in Figures 6, 7

and 8 that the BLIMP calculation provides satisfactory

local heat transfer predictions in regions of turbulent

flow with mass injection. The experimental turbulent C.

heat transfer data tabulated in Table V are replotted

in Figure 9 in terms o ' the non-dimensional parameters

utilized to correlate previous turbulent heat transfer

data. As was noted in the discussion of the BLIMP

calculations, one observes in region- of pressure

gradient for conditions of high mass transfer that the 4

4 experimental data show good correlation with the empirica!
2 ,

predictions of Arne 251
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Whereas, one notes general agreement between predicted

trends and measured turbulent data on the hemisphere,

Figure 7 illustrates that the measured stagnation

&i point heat transfer data is not satisfactorily predicted

by a laminar calculation when there is mass addition.

This discrepancy between measured and calculated

heat transfer rates to a stagnation point is graphically

displayed in Figure 10 whereby the measured

heat transfer film coefficients at the stagnation

point tabulated in Table V and the measured mass

transfer rates tabulated in Table IV have been

normalized by measured data in the absence of mass

transfer. These results illustrate that the measured

heat transfer rate initially decreases and then

increases to a value essentially equal to the measured

laminar heating rate without mass transfer. This

latter observation occurs at a mass transfer rate

at which a laminar stagnation point boundary

layer calculation predicts that the heat transfer

should be approximately 30 percent of the initial

value.

One conjectural explanation for this observation

is that mass addition introduces disturbances that

cause boundary layer transition to eccur at the

stagnation point. In this case, the reduction in

heat transfer due to mass addition effects is

offset by the augmentation in heat transfer due to

the appearance of turbulent flow. Furthermore,

252 .
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Sone might hypothesize that the disturbances which

create the turbulence propagate upstream in the

subsonic stagnation point flow field. Alternatively,

one might propose that experimental uncertainties

associated with angle of attack and thermocouple

4placement might displace the point of measurement

from the actual stagnation point. Consequently, there

might be a small but finite length of laminar

and transitional flow prior to the onset of turbulent
!' flow. Assuming an uncertainty in angle of attack of

S0.250 and an uncertainty in thermocouple location

approximately 0.040 inch, one might conject that the

SI thermocouple is measuring the temperature at a point

approximately 0.050 inch away from the actual

stagnation point. While one cannot entirely dismiss

this possibility,, one should note that the local wetted

Reynolds number based upon a length of 0.050 inch

i. !and local properties behind the normal shock wave

is approximately 15,000. In either event, one

requires additional theoretical developments, numerical

calculations and experimental data before any firm

conclusions can be made concerning mass addition a; d

heat transfer effects at a stagnation point.

. A final observation, which is illustrated in

Figure 8, is that there are significant discrepancies A

between the measured and predicted heat transfer
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rates immediately following abrupt changes in the .

I mass addition rates. One observes, in Figure 8, that

the predicted heat transfer rates are approximately

50 to 100 percent greater than the measured heat I
transfer rates to the porous conical frustum. Whether

this discrepancy is due to a failure of the turbulence

modeling technique employed in the BLIMP code or the

inapplicability of the boundary layer equations to

flows where there are abrupt changes or the mere fact

that the experimental flow rate is approximately

10 percent greater than that used in the calculations

is not at all clear at the present time.

V. CONCLUDING REMARKS

The results presented herein have provided data

W, . that can be utilized to assess the adequacy of t

predictive techniques for turbulent boundary layers

with heat and mass transfer. This study generally

confirms the adequacy of the BLIMP code for

predicting heat transfer in regions where the boundary

layer is turbulent and the mass transfer is uniform.

These results also illustrate some potentlal problems

in predicting heat transfer in the vicinity of dis-

ccntinuous mass addition. Furthermore, the

experimental measurements can be interpreted to reflect

the facL that mass transfer promoted boundary Layer

transition at the stagnation point of the test

configuration.
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~ J~ in the near future some additional efforts willI
be completed in or'er to provide some additilonal

insight to the problems discussed herein. These

efforts will include:

1 . obtaining additional experiminxtal data at

Ilower Reynolds number per foot,

2. obtaining additional calculations for

conditions which maten the other experiments,

3. obtainin& additional calculations to

assess the effect of specif~ed pressure distribution,

and

4. obtaining additional calculations with

I transition closer to the stagnation point.

AA
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TABLE I PROPERTIES OF POROUS BERYLLIUM COPPER

DENSITY: 0.257 LBS/IN3

ULTIMATE STRENGTH: > 14,0 .-PS. -

ELONGATION AT FAILURE: - 0.10% .

E'..ASTIC MODULUS: 7 X 106 PSI

ROCKWELL HARDNESS: Rb 62

THERMAL CONDUCTIVITY:* 35 BTU/HR-FT-°F

*ESTIMATED FROM ELECTRICAL RESISTIVITY MEASUREMENTS
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PAPER NO. 23

PERFORMANCE CHARACTERISTICS
OF TRANSPIRATION NOSE TIPS AT HIGH

ANGLES OF ATTACK

I J. L. Nardacci
N. C. Campbell

D. QuanI: McDonnell Douglas Astronautics Company
Huntington Beach, California

ABSTRACT

I Previous studies and flight test programs have shown the feasibility of

porous transpiration-cooled nose tips for ballistic reentry vehicle applica-

t tion. This paper presents the results of transpiration-cooled nose tip

analysis, ground tests, and flight verification at angle of attack.

A ground test program was performed over a range of angles of attack and

thermal environments consistent with flight application. High altitude-low

pressure conditions were simulated at the Malta Pit 1 facility. Stagnation

pressures of 100 atm and a heating rate of 10, 000 Btu/ft -s e c were simu-

lated in a new Philco Ford facility at El Toro, California. Test results

indicated that coolant margins close to theoretical could be used for man-

I* euvering reentry vehicle nose-tip design.

I Nose-tip performance was verified in two flight tests. In addition to

protecting the nose tip, the coolant decreased heat-shield recession down-

[" stream of the nose tip. Postflight predictions using previously developed

methodology modified for angle of attack showed good correlation with flight

data.

[T
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NOMENCLATURE

C Specific heat

f Mass fraction of coolant

g Gravitational acceleration

h Enthalpy per mass

H Enthalpy pras

Ah Net enthalpy rise in coolant

Heat of vaporization
V

KThermal conductivityI
rhi Coolant mass flux

N Enthalpy heat transfer coefficient I' C

N Enthalpy heat transfer coefficient uncorrected for coolant

Co injiection 1
P Pressure

qc Cony ctive heat flux

qr Net radiation heat flux

RN Nose radius

S Running length

T Temperature~Ii
V Velocity

y Distance

Porous matrix viscous flow ciiwnstant, angle of attack [

Porous matrix inertial flow constant I
4 Emissivity

' LI
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Viscosity

p Density

Cr Stefan- Boltzmann constant

II

I.M

127
~LI A



10th Navy Symposium on Aeroballistics

Vol. 2

Subscripts

' 1 Value at state 1

z Value at state 2

a Air

c Coolant 
i

e Outer edge of boundary layer

i Injectant

m Mixture

L 
Liquid
4/

sp Stagnatiol. t'" V

r Recovery 4 "

R Reservoir 
I

w Wall

.4,

' Z
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INTRODUCTION

S !-Previous studies and flight test programs (References I through 4) have

shown the feasibility of a porous transpiration-cooled nose tip (TCNT) as a

heat protection system for reentry vehicle applications. However, all

ground and flight tests were conducted at approximately zero-degree angle

- of attack. The applicability of this concept to maneuvering reentry vehicles

Iis dependent upon the performance characteristics of the nose tip in a high-

angie-of-attack environment. Therefore, an analytical and experimen-

S.tal study of these characteristics was made and the findings verified

by flight test. The results of this investigation are presented in this

paper.

As part of the study, a ground test program was performed over a range of
angles of attack and thermal environments consistent with those predicted

for maneuvering trajectories. These tests were performed in two facilities

. which used gas-pressurized liquid-propellant rocket motors to establish

the thermal environments. The Malta Pit 1 facility was used to simulate

I high-altitude, high- angle- of- attack, low- dynamic- pressure conditions. For

low-altitude, high-dynamic-pressure conditions, a new facility was con-

-structed by the Aeronutronics Division of Philco Ford (ADP) at El Toro,

California. This facility allowed the testing of full-scale flight nose tips at

stagnation pressures up to 100 atmospheres and peak heating rates of

10,000 Btu/ft2 -sec.

I. A thorough calibration program including both pressure and heat flux

measurements was performed at each facility to obtain flow-field data.

IThese data were used to analyze the performance of the transpiration test

models at various angles of attack. Test results indicated that coolant

design margins close to theoretical values could be used for maneuvering
reentry vehicle nose tip design.
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Two flight tests of the transpiration nose tip were made in which the tips

were subjected to a large range of angle-of-attack, stagnation pressure, and

heating rates. The nose tips successfully completed the missions, with

design margins as low as 25 percent. In addition to protecting the nose tips,

the coolant also decreased the .recession of the adjacent heat-shield material.

This downstreamn cooling effect was produced both from a liquid film on the

vehicle surface and from liquid droplets or vapor in the boundary layer

adjacent to the surface. Postflight predictions, using previously developed

methodology modified to account for angle-of-attack effects, showed good

correlation with the flight data.

GROUND TESTS

The flight environment was divided into two regimes for purposes of defining

a ground test program. In general, the highest angles of attack are likely t

to occur at the higher altitudes where the nose-tip environment is relatively t
mild. Conversely, at lower altitudes where the nose-tip environment is

most severe, the angle of attack will be moderate. Therefore, ground tests

were required in both a low-pressure, low-heating environment at high

angles of attack and a high-pressure, high-heating environment at moderate -

angles of attack. Two facilities were chosen to satisfy these diverse

requirements. The Malta Pit 1 facility at Ballston Spa, New York was

selected to provide the former test conditions while the Philco Ford facility

at El Toro, California was selected to provide the latter. A

Low-Pressure Tests - Malta -

Three calibration tests were conducted to define the heat flux and pressure
environments at 0 and 30 deirees angle of attack at the Malta facility.
After completion of the calibration tests. four transpiration nose tip tests I

were conducted to characterize the nose-tip performance at large angles

of attack.
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Facility Description - The Malta Pit 1 facility utilizes a rocket exhaust gas

to simulate the reentry environmental conditions. The oxidizer-fuel combin-

ation was liquid oxygen and ethyl alcohol. Propellants were injected through

a 3-inch-diameter injector body into a 3-inch-diameter combustion chamber.

The resulting gases were exhausted through a 15-degree contoured nozzle

with parallel flow at the 5-inch-diameter exit plane. The entire rocket

engine combustion chamber and nozzle assembly were mounted on a gimbal

arrangement which allows engine initiation and termination away from the

model. Nominal conditions for this facility are as follows:

Stagnation Gas Temperature 5, 600°R

Combustion Chamber Pressure 258 psia

Exit Mach Number 2.48

Gas Stagnation Enthalpy 2, 800 Btu/lb

The coolant expulsion system consisted of a regulated high-pressure gas

t. supply and a flow system panel which contained components to store, filter,

and meter coolant (water) to the nose tip. Capability was provided for

obtaining four discrete coolant flow rates during a test. During each test,

at approximately 3-second intervals from the initiation and occurring at

3, 6, and 9 seconds during the exposure, the coolant flow was decreased

in steps by closing a solenoid valve. Total run time was 12 seconds.

Coolant flow ratws were controlled in most cases with cavitating venturis
made by the Fox Valve Development Company. In some runs the desired

I incremental flow rates were smaller than could be provided by venturis 14

fabricated by conventional machining techniques. Orifices were used to

control the flows under these circumstances. However, in all runs, the

lowest flow (which contributes the vast majority of flow at higher flow steps)

was set by a cavitating venturi.

Coolant nose tip and expulsion system pressures were measured with Stathain

strain gage transducers. Coolant flow rates were measured with a Waugh

turbine flowmeter. As a secondary determination of flow rates, the pressureiu drop across the venturis or orifices was correlated to obtain a flow rate.
Coolant temperature in the nose-tip cavity was measured with a 0. 020-inch-

L diameter chromel-alumel thermocouple probe.
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Surface heat-shield temperatures at the porous nose-tip/heat-shield interface

were measured with chromel-alumel thermocouples. One thermocouple was

oriented on the windward ray with the second thermocouple in the yaw plane.

Three high-speed color motion pictures were taken during each test. Two

Fastax cameras provided close-up pictures of the nose tip; one on the wind

side, the other on the lee side. A Hycam camera, located on the wind side,

viewed the entire length of the model. All cameras operated at a nominal 4,

framing rate of 800 fps. The wind side Fastax camera had a IZ-volt light !

bulb mounted near the lens to provide an indication of solenoid valve closure

on the expulsion system. As a valve closed, the light bulb was energized

momentarily to indicate a change in flow rate.

Calibration and Transpiration Model Descriptions - The calibration models

were sphere-cones with characterizing dimensions of 3/4-inch nose radius,

7-degree cone half-angle, and a base diameter of 3. 5 inches. Dimensionally,
. the calibration models were identical to the transpiration models. Aerotherm/ -

Acurex Corporation fabricated all calibration models for this test series. ,

In all calibration models, the emphasis was to obtain data on or near theil hemispherical portion of the model so that the environment on the porous ;

nose tip could be completely defined. Nose-tip calibration data previously

available for the Malta facility consisted of only a stagnation point location

combined heat flux and pressure calibration model was employed for the
and a Location several nose radii downstream.I

0-degree angle of attack condition. Eleven null-point copper calorimeters

and six pressure taps were used as shown in Figure Ia. All pressure tubes

were 0. 06Z-inch inside diameter, 0.093-inch outside diameter stainless

steel tubes. Separate heat flux and pressure calibration models were used

to characterize the model environment at angle of attack of 30 degrees.

Each model had 10 null-point calorimeters/pressure taps located as shown

in Figure lb. The separate models were positioned so that the windward ray

(0-degree ray) contained the majority of ihe sensors.

.1
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The overall dimensions of the transpiration nose-tip models were identical

to the calibration miodel. The porous nose tipfabricated from approximately

86 percent dense sintered stainless steel, consisted of a composite

sphere-cone, with the tangent point occurring 83 degrees from the stagnation I
point. Skirt length, measured along the surface from the tangent point of

the porous nose tip, was 0.265 inch.

The porous nose-tip geometry is shown in Figure 2. The inner surface of

the nose tip consisted of a hemisphere-cylinder with the junction occurring

44 degrees from the tip axis. Radius of the inner sphere was 0. 60 inch and ",

the cylindrical radius of the inner cavity was 0. 42 inch. Thus, the region "

near the stagnation point was a constant 0. 150-inch thickness. -1

The nose tip faired into a phenolic silica conical heat shield. Doe to the -

R nature of the model design, the back surface of the porous nose tip was in

contact with the leading edge of the heat shield. No coolant flow was allowed j
to issue from the nose-tip/heat-shield interface. This condition was

attained by shot peening of the nose-tip back surface. 71
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The calibration and transpiration nose-tip models were protected from

transient heating encountered during the gimlbaling operation by means of a

Teflon cap. The cap was sized to be removed in 0. 3 second after gimb fling

onto the model. A picture of the test setup with the model in the 30-degree

position is shown in Figure 3. A

The porous nose tips were flow calibrated prior to testing at Malta to verify

the nose-tip flow distribution and permeability. Distributional data were

obtained by sampling the flow at the nose-tip surface by means of an 1/8-inch I
inside diameter probe. Seventeen points on the nosetip were sampled: at the

stagnation point and at the 22-, 44-, 66-, and 90-degree stat'ons Four

orthogonal points were sampled at each angular position. Data were taken

utilizing nitrogen as the flow media. Good agreement between the predicted

distribution and the probe data was obtained. Typically, the spread in the

four measurements at each station (other than the stagnation point) was less

than 15 percent which is close to the accuracy of the probing technique.

Water flow calibration was performed with the expulsion system described

p eviously. Gross permeability values we,e calculated from these data by I
I a graphical solution of the modified Da,'cy equation

A : + P v)V.
gc(e' (I)

Facility Calibration Test Results - Three calibration tests were conducted

in Malta Pit 1. These consisted of a combined heat flux/pressure test at

0-degree angle of attack and separate tests for heat flux and pressure at

30-degree angle of attack. The pressure data from the 0- and 30-degree

angle of attack calibration tests are summarized in Figure 4a. A stagnation

pressure of 8. 5 atmospheres was measured. As expected, the pressures

on the hemispherical portion of the model are similar for both test conditions

and follow a Newtonian distribution.
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The measured heating distribution is shown in Figure 4b. Average stagnation

heat flux between the two test conditions was 2,050 Btu/ft sec. The nose-

tip hemispherical heating distribution follows Lee's laminar heating theory

(Reference 5), and as was the case with the pressure data, is symmetrical

Im about the axis of symmetry.

IWith the environment on the nose tip defined, the ideal local coolant mass
flux (rni.) can be calculated. The ideal coolant mass flux is defined as that

amount of coolant required to maintain the nose-tip surface at the boiling

point temperature of the coolant.

Using the approach given in Reference 6, the ideal coolant flows are deter-

mined from the steady-state energy balance

Sq q K T riiAh (2) I

I In the case where blowing is present

q N (Hr - Hw) (3
o\ C O/

where the ratio NIN represents the reduction in the heat transfer
whrete.aioNc co

coefficient due to the alteration of the boundary layer properties caused by

" the injectant fluid.

The correlation (see Reference 7) for N is written as
co

N
c I L (4)N Nco co

where L i.i a function of both the parameter rn/N and the specific heat
CO -

ratio, C /C
Pi Pe
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between its storage state and its state at the surface. This enthalpy change

includes not only the sensible heats and heats of vaporization, hut also

the effects of the heat of reaction between the coolant gas and the freestreamn

air. The first step in the calculation of Ah is the definition of a convenient

thermodynamic path. The -ho-en path is illustrated in Figure 5. The over- " '

all enthalpy change is from a stored Liquid at T and P to t final state

consisting of a real gas mixture at T2 and PZ in which reactions have reached

equilibrium. The possibility of simply subtracting the enthalpies in the final

and stored states is hampered by the difficulty in obtaining data for both

states which have the same reference states. Therefore, an alternate path

is chosen in which the overall enthalpy change is divided into two parts. The

first path consists of the energy required to convert the stored liquid to a

saturated vapor at some convenient temperature (T1 ) and pressure (Pl).

The enthalpy change is given by J
Ah I  CL (T T) + AH (5)
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The second path consists of the energy required to bring the saturated vapor

to the surface temperature and pressure (T2 and P) and includes the heat

of reaction between the injectant gas and the freestream air. Since the final

state in subsequent calculations is to be based on JANAF property data (which

uses the ideal gas at 1 atmosphere as a reference state), it is convenient

to use JANAF data to define the enthalpy of the vapor at TI and P1 . The

real gas enthalpy at T 1 and P1 can be obtained by subtracting the real gas 9
enthalpy corrections (AHIT 1 P1 ) at T1 and P1 from the JANAF enthalpy value.

Thus, the enthalpy change over the second path is

Ah z2 (h 2 - h I) + AHiR (6)1

where h 1 -: hij - AH'TIPl -enthalpy of coolant in gas phase at T1 and F'1  .

based on the ideal gas enthalpy from JANAF (hi) and the real gas correction.

The heat of reaction per pound of coolant (AHR) can be obtained by subtracting ]
the enthalpy of the reactants (air and coolant at T, P2 ) from the enthalpy2

of the reacted mixture at T 2 and P 2 ' Thus, .4

Ah i hf +: - h- I C( -f 1 hr + H (7
R fL f/) a 2

Addition of Equations (5) and (6) gives

hLh 1  2 L I r

Substituting for AHR, letting X CpL (T 1  Tr) + A and rearranging gives

Ah ~ mXh h (8)
L f afjI

Substitution of Equations (3), (4), and (8) into Equation (2) gives

(Nc -Lrh) A H-aeTj 4 - . (1-f )ha- hj rh (9) I
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Based on Equation (9), Figure 6 presents the laminar and turbulent boundary

layer ideal coolant mass flux for water as a function of recovery enthalpy.

The curves were generated for an air environment. Comparisons of mass

traiisfer blocking in air and a Malta-type rocket exhaust environment were

made and it was found that an increase of approximately 10 percent in mass P

flux (over the air value) was needed 'or the Malta environment.

~jIW

Test Observations - Four transpiration models were tested at the Malta

facility. Runs 1719 and 1722 were conducted at 0-degree angle of attack

with Runs 1720 and 1721 at 30-degree angle of attack. The nose tip from

Run 1719 experienced raelting over the entire hemispherical portion of the

nose tip. The skirt region of the porous nose tip was virgin although it was

covered by solidified stainless steel swept downstream from the hemisphere. I'

Li Total recession at the stagnation point was approximately 0.050 inch, leaving

0. 100 inch of material remaining. The general shape of the nose tip was

still hemispherical although the surface had receded to a slightly greater

amount at about 60 degrees from the stagnation point.

i1
I
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Further evidence of maximum heating at the 60-degree location is given by

the post-test appearance (Figure 7a) of Model 517-5 (Run 1722, angle of
' attack = 0 degrees). Oxidized regions symmetrically located at the 60-degree

position were on the nose tip. The nose tip was virgin forward of the sonic

line as exemplified in Figure 7b. Even with oxidation occurring over part

of the nose tip, no recession was evident.;I
The only area of nose-tip degradation for the models tested at 30-degree

angle of attack occurred on the windward side and adjacent to the phenolic

silica heat shield. Little, if any, material was lost from the oxidized

regions. As expected, heat-shield ablation materialized only on the windward

side. The ablation stopped abruptly 3-1/2 inches downstream of the nose tip

indicating the intersection of the flow field boundary with the model. A

liquid layer covered the heat shield on the leeward side. Figure 7c presents

a photograph of a model tested at angle of attack of 30 degrees.

Details of model performance were clearly shown by the high-speed motion

pictures taken during the 0-degree angle of attack tests. The close-up wind

side camera, in particular, gave an excellent view of the phenomenon

occurring on the surface of the nose tip. In Run 1719, a liquid layer was

maintained over the entire nose tip surface for the first three flows. At the

beginning of the fourth flow, dry (i. e. , loss of liquid film) areas were

observed initially at the 60-degree location. Melting started a few hundred

milliseconds later at the stagnation region which soon spread over the

entire hemisphere. For the remainder of the run, the nose tip receded

somewhat uniformly at approximately 0. 015 in/sec.

Dry areas were initially observed on the third flow in Run 1722. The dry

areas, at about the 60-degree location, spread very slowly for the remainder

of the third flow. By the end of the third flow, the center regions of the

affected areas were glowing but not melting. During the fourth flow, the dry

and oxidized regions expanded symmetrically to an area bounded by the 40- arid
70-degree points. No material from the nose tip was ablated. A stable two-

phase flow condition existed in the porous matrix. Figure 8 presents a

photograph of the nose tip during the test (Run 1722) at each flow rate.
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For the 30-degree tests, the windward motion pictures were of lower quality
due primarily to the heat-shield brightness. With very little downstream .1
cooling and increased heating over the 0-degree condition, the heat shLeldW

became so bright it tended to wash out a picture of the nose tip. On Run 1720,

no details of the nose tip were visible. Good pictures were obt ined from the

lee side cameras but this side of the nose tip was overcooled.

For the second test (Run 1721) at angle of attack, the f-stops on the wind ..

side cameras were increased. Although the drying up of the surface was not

distinguishable, the oxidation phase was visible. Oxidation was detected

during the middle of flow three and appeared to start from the nose-tip/

heat-shield interface. The oxidation zone progressed forward to the 60-degree

location by the end of test. No significant amount of melting occurred in

the test. As in the previous test, the leeward side remained cool. A sum-:4i
mary of the motion picture observations is presented in Table 1.

Nose-Tip Performance - Coolant distributions for every flow rate assuming

single-phase coolant flow in the nose tip were determined by a computer

program (Reference 8) which calculates three-dimensional coolant distribu-

tion within transpiration-cooled nose tips. This program is based on a

three- dimensional finite- difference formulation of the modified Darcy

equation (Equation 1).

Distributions for Run 1722 (0-degree angle of attack) are plotted in Figure 9. "

Also shown is the ideal curve based on the measured heat fluxes (laminar

distribution). Subtracting the ideal mass flux from the actual and dividing I
by the ideal, one arrives at the point-to-point coolant margins. When the

external flow is laminar and the nose tip is not at angle of attack, the

minimum margin always occurs at the stagnation point for the nose tir

shown in Figure 2.
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Table 1

ji SUMMARY OF MOTION PICTURE OBSERVATIONS

Run No. Model No. Flow Observations

1719 508-5 1
angle of 2 Liquid layer over entire nose-tip surface
attack 0 deg 3

Loss of liquid layer; oxidation and melt
over hemispherical surface11722 5171

I angle of 4 Liquid layer over entire nose-tip surface

attack 0 deg
Loss of liquid layer and oxidation in small

Ii region about 60-degree location

Dry and oxidized region spreads.
Bounded by 40- to 70-degree location

11720 508-6
angle of 2 No details visible from wind cameras.jattack - 30 deg 3 Heat- shield brightness obscures nose tip

1721 517-6 1) No oxidation on nose-tip surfaceI. angle of ZJ
attack 230 deg

Oxidation on wind side beginning midway
3 through this flow. Appears to start from

nose-tip/heat-shield interface location

Oxidation spreads up to 60-degree location;
4 no significant melting

Referring to Figure 9, flow three in Run 1722 produces a 3!5-percent margin

at the stagnation point and 123 percent at the 60-degree location. The

difference in the margins is magnified when downstream cooling effects are

included at the 60-degree location. However, recall that oxidation developed

at the 60-degree station with virgin material at the stagnation point. This

result is not consistent with the laminar heating coolant mnargins. A more

:
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Figure 9. Nose-Tip Coolant Distribution, a = 00 (Run 1722) -

plausible explanation is the existence of a turbulent boundary layer beginning "

at the 60-degree station. Although a laminar boundary layer existed on the

, A calibration models, blowing and/or surface roughness effects apparently

caused the tripping of the boundary layer.

With turbulent heating (calculated by the reference enthalpy method, . 4
Reference 9) and turbulent blocking, the minimum coolant margin is now

minus 30 percent on fiow three of Run 1722. Flow four, with oxidation over

a significant portion of the nose tip, produces a margin of 8 percent at the

stagnation point and minus 41 percent at the 60-degree position. The margins

4 on the fourth flow were not the steady-state values because significant vapori-

zation occurred at the 60-degree position causing a redistribution of flow.

An estimate of the steady-state stagnation point margin on tl.n fourth flow

can be made by examining the nose-tip coolant pressures. In flow three,
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liquid flow existed over a vast majority of the nose tip as indicated by an

absence of a rise in the nose-tip pressure. The small amount of oxidation

at the 60-degree position did not significantly distort the flow at the stagna-

tion point. On flow four, the nose tip pressure increases from 258 to 268 psig

but remains below the pressure of flow three (280 psig). The Darcy equation

can be used to estimate the steady-state mass flux at the stignation point.

With the coolant path length, permeability, and coolant temperature unchanged

between flow three and four, the stagnation point mass flux is given by

P - -
1 k~c ~)flow 4

rilflow 4 rn flw3X " - P) flw3(10)

With the above equation, the stagnation point coolant margin for flow four is

calculated to rise from 8 to 25 percent because of the coolant vaporization

at the 60-degree position. A measure of the nose-tip efficiency is the ratio

of actual total flow divided by ideal total flow. In Run 172Z an efficiency

of 1. 15 was attained on the hemispherical portion of the nose tip.

On the other 0-degree test (Run 1719), the margins were minus 5 percent and

minus 38 percent for the stagnation point and 60-degree position, respectively.

These margins were calculated for the flow rate which produced the melt

condition. Steady-state margins cannot be determined for this flow because

vaporization and ablation was taking place over the entire hemispherical

portion of the nose tip. For both 0-degree tests, the surface temperatures

. at the leading edge of the heat shield never exceeded the local coolant

saturation temperature..4''

Windward ray flow distributions for the second 30-degree test (Run 1721) are

shown in Figure 10. Turbulent flow is predicted on the skirt using the criteria
established from the 0-degree tests. Note that the minimum margin in the

laminar region now occurs at 36 degrees from the stagnation point. Initial

observation of oxidation was detected during flow three; margins during this

flow were 34 percent in the laminar zone and minus 33 percent in the turbulent
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Figure 10. Windward Ray Coolant Distribution, ct 300 (Run 1721)

zone. Margins on the fourth flow were ininus 4 percent and minus 50 percent

in the laminar and turbulent zones, respectively. Since a very small portion

of the total flow rate was vaporized in the matrix, the nose-tip pressures did

not increase during any of the flows. The minimum margins in the laminar

zone were, therefore, probably not increased because of vaporization at the

skirt region.

Oxidation did not occur until the fourth flow of Run 1720 judging by the amount

of oxidation relitive to Run 1721. The minimum margin obtained on the fourth

flow of Run 1720 was minus 38 percent. Table 2 summarizes the coolant

point-to-point margins and total flow rates for all four tests. The minimum

margin in the tests were -38, -30, -38, and -33 percent at the first indication

of oxidation. Alth,,.gh the minimum margin for the angle-of-attack tests

I:
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Table 2
1. SUMMARY OF TEST RESULTS

MALTA PIT 1 TRANSPIRATION NOSE TIP TESTSI .-
Angle of Test' Coolant Minimum

Run Attack Time Flowrate Margin
No. (deg) (sec) (b/sec) (%) Remarks

1719 0 3.09 0.0545 65 Liquid layer removal and
3.27 0.0408 25 melt on flow 4; 0. 050-in
2.79 0.0280 -13 recession
4.05 0.0197 -38

1722 0 3.13 0.0290 -9 Liquid layer loss on flow 3;
3.31 0.0252 -21 oxidation on flow 4 - no
2.76 0.0222 -30 recession
2.81 0.0188 -41

1720 30 3.09 0.0808 73 Liquid layer loss and

3. 28 0. 0575 21 oxidation on flow 4
2.79 0. 0393 -16
3.09 0.0288 -38

1721 30 3. 13 0.0565 18 Liquid layer loss and
3.35 0.0452 -5 oxidation on flow 3
2.75 0.0316 -33
3.07 0.0236 -501.

was consistent with the 0-degree tests, it is entirely possible that oxidation

in the angle-of-attack tests may have been triggered by heat transfer from

the heat shield. For Run 1721, heat-shield leading edge surface temperatures

on the windward ray increased from 1, 600'F on flow one to a temperature in

Iexcess of 2, 5000F on flow 4.

Although the minimum margin for the angle-of-attack tests was similar to the

0-degree tests, the nose-tip at 30-degree angle of attack required approximately

geometry was a scaled-up version of a previous design which was configured

for a 0-degree condition. At angle of attack, the nose-tip flow is shifted to a

less optimum distribution. If an optimum .ngle-of-attack distribution is

desired, the nose-tip flow resistance can be changed to provide a better agree-

ment with the angle-of-attack distribution by internal contouring and/or

permeability variation.
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The nose-tip performance in the Malta environment is compared to the

minimum preflight design margin in Figure 11. Depicted in the figure are

margins obtained in the tests at selected points on the nose tip and the local

physical condition at the time these margins were attained. The nose tips
easily satisfied the flight design minimum margin (50 percent). In all tests,

oxidation did not develop until the local margin became negative. Enhancing

confidence in the analytical techniques, it was observed that oxidation in

'ii downstream cooled regions (downstream of the stagnation point) was initiated

at margins from minus 30 to minus 38 percent regardless of whether the

.4 nose tip was at 0 or 30 degrees angle of attack.

Conclusions - Malta - The Malta test results indicated that a transpiration

nose tip can perform successfully with local coolant mass fluxes close to

theoretical values in simulated high-altitude environments. No oxidation

developed at the stagnation point with local margins as low as 8 percent.

Oxidation did not develop in downstream-cooled regions of the nose tip until

margins of minus 30 percent were reached. Margins at which oxidations

occurred were independent of angle of attack although higher total flows were

provided to the nose tips tested at angle of attack. P

Temperatures above the saturation point, i. e., two-phase flow, can be {
maintained on porous nose tip surfaces downstream of the stagnation point.

The local flow is reduced when boiling occurs but if the total flow from the

expulsion system is maintained constant, the mass Ilux at other points must J

increase. Extra coolant upstream of the boiling zone can then be used to

reduce the incident heating downstream. Obviously, as the elevated-

temperature zone is closer to the stagnation point, the less likely it is to

benefit from the redistribution o flow.

- Although a laminar boundary layer existed ov,.r the hemispherical portion of

the calibration models, turbulent flow over the porous nose tip was indicated

by the oxidation pattern. Flowing and/or surface roughness effects apparently
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caused the tripping of the boundary layer. A momentum thickness Reynolds

number of 130 was calculated at the transition location alldl is not in onsistent

with the transition criteria of Re 0  150 used t, define the flight transpiration

nose tip environment.

Oxidation in the nose tips at angle of attack may have been initiated by heat

conduction from the wind side heat shield. To preclude any thermal inter-

action in future angle- of- attack tests, a small gal) between the nose tip and

heat shield is recommended.

High- Pressure Tests - ADP

The Malta tests demonstrated the adequacy of the flight design margins under

simulated high-altitude conditions. Further tests were required to ealuate

the transpiration nose tip in high-pressure, high-heating environments.

Previous transpiration nose tip tests at high stagnation pressures were
i conducted at the Air Force Flight Dynamics Laboratory, 50 MW arc, tile"

A Cornell Wave Superheater, and the AEDC 5 MW arc; however, no facility

existed that could provide a test section large enough to immerse a full-scale

To provide for this need the Aeronutronic Division of Philco-Ford (AD13 ) was

authorized to modify an existing rocket test stand at its Ll Toro, California,

remote test site.

A thorough calibration program was undertaken to obtain flow-field data in

the expanded free-jet exhaust for use in the analyses of full-scale nose tip
model performance. Heat flux and pressure measurements were made atI

angles of attack from 0 to 15 degrees, on windward, yaw, and leeward merid-

ians. The calibration program is shown in Table 3 and was completed prior

A to the start of the transpiration test series. The transpiration test matrix

is also presented in Table 3. Three tests were conducted at 0 degrees, two

at 7-1/Z degrees, and one at 15 degrees angle of attack.
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Table 3

ADP TEST SCHEDULE

Calibration Models Transpiration ModelsI
Angle of Angle of
Attack Attack

Run No. Type (deg) Test No. Model No. (deg) q
1 Pressure 15 1 521-6 0

2 Heat flux 15 2 520-6 0

3 Pressure and heat flux 0 3 525-5 7-1/2

4 Heat flux 7-1/2 4 524-6 15

5 Pressure 0 5 523-5 0

6 527-6 7-1/2

Facility Description - The Philco-Ford El Toro High Stagnation Pressure

Nose Tip Test Facility, Cell B, is a gas-pressurized, liquid-propellant

rocket motor. To minimize contamination, combustion occurs in a water-

cooled chamber and the combustion products are expanded in a filrn-cooled

expansion nozzle. The fuel is liquid hydrazine (N 2 H4 ) and the oxidizer is

nitrogen tetroxide (N 2 0 4 ). The oxidizer and fuel, both independently pres-

surized by nitrogen gas, are metered through a set of cavitating venturis

and fed to a water-cooled, copper-impinging, stream-type injector. Nominal

combustion chamber pressure is 2, 600 psia and the normal operating mixture

ratio is 1. 2 lb N2 0 4 per lb of N

The combustion gases are exhausted through a nitrogen film-cooled, graphite

nozzle with a throat diameter of 1. 95 inches and an exit diameter of 3. 0 inches.

This nozzle produces an exhaust stream of Mach 2. 2 at the exit, which yields

a recovery stagnation pressure of 100 atmospheres for a nominal 2, 600-psia

chamber pressure. Nitrogen gas is introduced into the boundary layer of the
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nozzle immediately upstream of the throat. This gas remains essentially

in the boundary layer and cools the nozzle walls so that no thermochemical

reactions occur. The expansion nozzle used for the transpiration test

! programC was a 10-degree half-angle divergent cone. With this conical

nozzle design, a test section is available that is 3 inches in diameter by

3 inches long (at the nozzle centerline) within which shock-free flow .i sts. ,

The test model is mounted on a 3-inch-diameter steel sting and is held in

place by an insulated steel pylon bolted to the concrete firing pad. The

model is positioned at the nozzle exit plane. Vernier adjustment of model

position and angle of attack is made in a mounting saddle on top of the pylon.

The entire pylon can be set at any horizontal angle of attack to the nozzle

exit axis up to 30 degrees. The steel sting and pylon are insulated with

phenolic silica. A 1-inch-diameter instrumentation hole is provided in the

sting which leads to a larger internal cavity within the pylon. The instru-

mentation wires exit the pylon at the back end and then are routed forward

underneath the pylon to the blockhouse. A photograph of the rocket motor .1
A with the pylon and a calibration model in place is shown in Figure 12.

The thermodynamic and transport properties of the exhaust gases for the

Mach 2.2, 3-inch exit nozzle are given in Table 4. Also given is the

equilibrium exhaust gas composition. The expulsion system was the same

as used in the Malta series. ii
A considerable amount of effort was required to obtain high-quality motion

pictures of nose tips. Three cameras were used to provide detailed histories

of the nose-tip performance. The coverage was planned to yield high-speed

overall views and close-up views from two sides of the model. Two side

cameras were positioned approximately 10 feet from the model. To minimize

movement during the test, the camera tripods were bolted to the concrete "S

floor. Lens extension mounts were attached to the side cameras to obtain

the close-up view. The nose tip filled up almost the- entire fiUld of view.

An overhead camera provided an overall view of the model. Detail features

of the nose tip were also captured by this camera.
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Table 4

ROCKET EXHAUST PROPERTIES
EL TORO HIGH STAGNATION PRESSURE FACILITY

Nozzle Exit Conditions Static Total

Exit Mach number 2.2 --

Pressure (psia) 237 , 445'-

Temperature (°R) 4,050 5,900

Enthalpy (Btu/lb) 1,830 3,000

Molecular weight 20.6 20.3

Density (lb/ft ) 0.113 0.471"

Specific heat ratio 1.2Z2 1.22

Prandtl number 0.62 0.62

Gas composition (mole fraction):

H 0 0.489

N2  0.415
Hz 0.095

H 0.0006
OH 0.0004 .

01 0, 02, NO, NH 3 , NH 2  Trace (<10 - )

'Behind normal shock

Two problems were encountered with the camera coverage in the initial

transpiration nose tip tests. Camera speeds were either reduced from the y

initial 1, 000 fps or stopped during the run. In addition, the picture was so

hazy no details of the nose-tip surface could be seen. Beginning with the

third test, power was supplied to each camera separately rather than from

a distribution network via a common power supply. As a result of this

change, camera speed was maintained at a nominal 1,000 fps on all subsequent

tests.
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The haze in the pictures presented a problem unrelated to functional

performance of the cameras. After some trial-and-error, it was finally

determined that recirculation of the exhaust gases was causing the hazy

glare in the pictures.

V The exhaust gases were being recirculated between the massive pylon and

the rocket engine stand. The blunt frontal pylon insulation was contoured

to deflect the flow past the pylon rather than recirculating back toward the

engine. By the fourth test, the pictures were dramatically improved with

details of the nose-tip surface clearly visible.

Calibration and Transpiration Model Description- Five full-scale calibration

models were tested. Two of the models were for pressure measurements only,

two were for heat flux measurements only, and one was a combined heat flux!

pressure model for the 0-degree angle-of-attack calibration. Measurement

J.- locations for the single and combined type models were identicil to the

Malta calibration models except for calorimeter 6B which was deleted from

[: the combined model.

The exterior surfaces of the transpiration models were identical to the Malta

models. There was a significant difference in the method of nose-tip

attachment. Instead of a threaded attachment as used for Malta tests, the

nose tip was welded to the coolLnt wand. The coolant wand was offset from

the axis of symmetry by 0. 120 inch to maximize the heat-shield thickness

on the windward way. As a result of the Malta tests, each heat shield was

Ir custom fitted to a nose tip to provide a small gap at the nose-tip/heat-shield

interface. As an additional means of reducing heat transfer from the heat

shield to the nose tip, a small fraction of the nose-tip back surface was

etched to allow flow. The porous nose tip geometry was identical to the

Malta nose tip.

In the first three transpiration nose tip runs, a Teflon boot identical to the

w Malta design was placed over the porous nose tip to protect the model during

the starting transient. These Teflon boots ablated through prior to the
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completion of the transient. For the last three transpiration nose tip tests

a thick boot, similar to the boots used on the calibration tests, was employed

so that the boot would not be removed until steady-state conditions were

reached.

Facility Calibration Test Results - Prior to model testing, checkout tests

were conducted to optimize and certify the test facility performance. The

pressure data from the 0-, 7-1/2-, and 15-degree angle-of-attack calibra-

4 tion tests are summarized in Figure 13. A stagnation pressure of 98 atmos-

pheres was measured at a chamber pressure of 2, 600 psia. As expected,

the pressures on the hemispherical portion of the model are similar for the

several angle-of-attack conditions and follow a Newtonian distribution. Nine

pressure readings were obtained over the hemispherical region of the nose

tip with a repeatability of better than ±6 percent. i

A total of 16 calorimeter measurements were taken on the hemispherical por-

tion of the nose tip from the three calibration tests (0, 7-1/2, and 15 degrees).

Stagnation heating of 7, 700 Btu/ft; -sec was measured; peak heating of2!
10, 800 Btu/ft - sec occurred on the hemispherical portion of the nose tip.

Recovery enthalpy was 2, 830 Btu/lb. All data were repeatable to better

than ±5 percent and symmetry of environment on the hemisphere was

demonstrated. It is believed that these tests represent the most complete

calibration of a hemisphere in a severe environment yet made. Since

transpiration nose tips maiittain shape and are designed specifically for the

hemisphere environment, hemispherical environment data are essential in

order to properly evaluate their performance. Figure 13 shows the heat flux

calibration data to which the nose tip coolant flow rates were matched.

Heat flux data were converted to ideal coolant mass fluxes by the method

discussed earlier. Comparisons of .. ass transfer blocking in air and in the

ADP environment showed that an increase of approximately II percent in

mass flux (over the air value) was needed for the ADP environment.
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Nose-Tip Performance - Six transpiration nose tip models were tested:

i 3 at 0 degrees, 2 at 7-1/2 degrees and I at 15 degrees angle of attack.

Model 521-6 (0-degree angle of attack), Figure 14A, was heavily eroded

after test with approximately one half cf the thickness in the stagnation

region remaining after the test. The general shape of the nose tip was

still hemispherical after the test.

Model 520-6 (0-degree angle of attack), Figure 14B, was eroded over 70 to

80 degrees of the nose tip but the model was not nearly as eroded as Model

521-6. Some minor pitting of the nose tip is visible behino the melted region.

i Model 525-5 (7-1/2-degree angle of attack), Figure 14C, has three eroded

pits centered about 10 degrees off the stagnation point. Two of the pits are

j separated by a 1/16-inch unattacked region lying on the windward ray. I
The deepest of the three pits is about 6 mil deep. This region covers

approximately the first 30 degrees from the flow stagnation point. A reddish

color is apparent over much of the first 60 degrees of the nose tip and

numerous small pits, the size of particles of sand, cover the hemispherical

surface. This appearance suggests particle impact. The model surface

shows gray-black streaks both concentric and axial about the nose. A gray

color extends to the tangency point on the lee side ( f the nose tip but extends

to the heat shield interface between 0 and 90 degrees fro:m the windward ray. fl
Model 524-6 (15-degree angle of attack), Figure 14D, has the best post-test

appearance of all the models. Only one very small melt pocket (1/16-inch

diameter) is present about 10 degrees from the stagnation point and near the

leeward ray. The reddish color seen on the previous model is apparent as

are many small pits suggestive of a surface bombarded with particles.

Black rays extend back toward the heat shield over about 1/8th of the model

between the windward ray and -95 degrees, extending to the tangency point

and starting about 15 degrees from the flow stagnation point. Streaks appear

to emanate from oxidized pits.
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Model 523-5 (0-degree angle of attack), Figure 14E, exhibits the brightest

red color seen on any model. Red particles are seen rising above the sur-

face of the nose tip. Two melt zones (1/16-inch diameter and 1/8 by 1/4 inch)

are present near the tangency point. Concentric markings are seen on the

nose tip and dark streaks radiate from several oxidized, minor melt zones I4

located about 10 degrees from the stagnation point in one quadrant. Less

severe streaks are present in the adjacent quadrant. Again numerous tiny

pits are present.

Model 527-6 (7-1/2-degree angle of attack), Figure 14F, is quite similar in

appearance to the other 7-1/2-degree model except that the large pits of the

previous model have little material loss on this model. Again gray-black

streaks emanate from these zones and radiate back to the tangency point.

The model surface is reddish in color and the sudface has many discrete

pits appearing as would be expected of particle impingement. A yellow-gray

color covers the nose tip extending to the tangency point on the leeward ray

and to the heat shield interface ±90 degrees from the windward ray.I.
An investigati .i of possible contamination from the test facility was initiated

because of the anomalous behavior of the first nose tip tested at ADP.

Inconsistent test results caused by facility contamination, i. e. , bombardment

with copper, carbon, etc. , has not been uncommon. Visual examination of

the damaged area of the first nose tip tested (521-6) showed a significant

difference in appearance between this "scale" and that found on other nose

tips which had undergone surface melting during environmental tests. A

comparison of the melted areas on the ADP test nose tip and a Malta test

model (508-6) with a scenning electron microscope (SEM) shows scale on the

ADP model is much denser, thicker (verified by cross-section views) and

more adherent than that on the typical oxide scale present on the Malta

model. Initial conjecture was that the larger amount of melt formation than

anticipated was the result of high-temperature chemical corrosion caused

by the reaction of the N 0 /N H combustion products and the 316L stainless24 2 4 stnprdcsadte36stils
steel.
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A comparison of predicted and experimental values of the nose-tip pressure

was made based on the measured flow rates and coolant temperature.

Viscous dissipation through the nose tip was accounted for in the analysis.

The effect of temperature change within the nose tip due to a surface at the

boiling point of water was not considered. If conduction from the boiling

coolants was important, the actual pressure should be less than predicted

and diverge with test time. Only in one model, 525-5, does this temperatur c

trend show itself. It i& concluded the thermal conduction from the nose-tip

surface is not important. The pressure deviations experienced are probably

due to uncertainties in nose-tip permeability. The worst-case pressure

error was 9 percent; this corresponds to a 5. 5 percent error in permeability.

Table 5

ADP TRANSPIRATION TEST SUMMARY

Flow Rate Pressure Temperature
Test/Model (lb/sec) (psia) (F °)

1 0.275 3,070 61
(521-6) 0.250 2,470 65

0.222 Invalid 8O
0.193 data 88

2 0.250 2,980 50
(520-6) 0.225 2,640 55

0.215 2,300 62
0.194 2,170 64

3
(525-5) 0.220 2,370 55

4
(524-6) 0.300 3,000 64

5
(523-5) 0.225 2,560-2,000 64-104.5

6 0.314 3,160 64 I
(527-6) 0.257 2,620 67

0.225 2,360 68

4,'.f
0.210 2,160 72 .
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Table 6 shows the minimum coolant margins for each test as well as

coMments as to the appearance of the model during test based on motion

picture coverage. Figure 15 gives the margin distributions for models

524-6 (15 degree), 523-5 (0 degree), and 527-6 (7-1/2 degree); the distri-
J. butions about the other models are similar.

Came'a coverage was not available on either of the first two runs. Therefore,

only qualitative conclusions can be drawn. The first model was tested at

0-degree angle of attack and four flow rates. The unexpected 27°F temper-

ature rise of the coolant due to flow-field recirculation onto the coo-ant

delivery tube resulted in margins less than planned. As a result the model

experiened negative margins for 4 of the 8.3 seconds of test (-14 percent

for 2 seconds, -75 percent for 2 seconds). The model after test is hemis-

pherical but is heavily eroded with a maximum of one-half the nose-tip

thickness removed in some places near the stagnation point. A margin

distribution plot revealed that the model did experience the most melting in

the zone of predicted minimum margin. The second test, Model 520-6,

was also run at 0 .degree angle of attack using four flow rates. This model

experienced much less erosion (O1 rnil) than the first model. The fact that

the model eroded and that erosion was less than the first model is not

surprising when the margins are reviewed. The model was exposed to

2 seconds at a margin of -14 percent. Again, the minimum margin was

p.redicted as being at the stagnation point, and melt did occur in that region.

Since film coverage was not obtainable on the first two tests it was decided

to use a single flow at the flight vehicle design margin (50 percent) for the

third test, Model 525-5, 7-1/2-degree angle of attack, so that the condition

of the model after the test would be the result of the single test condition.
The minimum margin achieved on this test was 34 percent. The margin
distribution is quite flat such that the first 60 degrees of the nose tip have

generally the same margin. The nose-tip appearance is quite good except

for several 1nelt pockets near the stagnation point.
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Table 6

ADP TRANSPIRATION RESULTS

Angle of Attack
Test (deg) Margin (%) Comment

1 0 (4 flows) 94 No camera coverage; 50 oercent of
(521-6) 48 nose-tip thickness ablated. -;

-14
-75

2 0 (4 flows) 84 No camera coverage; 10 mils
(520-6) 50 removed in stagnation region.

30 _
-14

3 7-1/2 ( flow) 34 Nose-tip pitting; 2 melt pockets. "
(525-5)

4 15 (1 flow) 45 Nose-tip pitting.
(524-6)

5 0 (1 flow) 31 Margins quoted at 2-sec intervals.
(523-5) Variable 8 Model pulses at 8% margin.

-31 Material loss at -25%.

6 7-1/2 (4 flows) 90 Slight pulsing at 52%.
(527-6) 52 Significent pulsing at 28%.

28 Pulsing, slight material loss at 2%.

Note: All nose tips structurally sound; pitting on all nose tips due to
contamination

Model 524-6 (15 degrees) also employed one flow rate throughout the test.

Figure 15 shows the margin distribution for this model. The minimum

margin was constant at 45 percent and occurred 0. 8 inch (60 degrees) from

the geometrical stagnation point. Upstream of the minimum margin location

the margin (110 to 140 percent) is considerably greater than the minimm. ,

Therefore, excess coolant upstream of the minimum margin location is

available for cooling that location. The streaks on the post-test model are 9P

apparent as a pulsing of the model from white hot to cool without material

loss at 3. 5 sec into the test. The small pits containing melt occur 5, 9 sec

- into the 8. 5 sec test.
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Test 5 (Model 523-5, 0-degree angle of attack) was a unique test in that the

flow rate was held constant, but the coolant temperature rose from 64 to

104. 5'F during the test resulting in a continuous decrease in margin during

the test. Figure 15 shows the margin distributions at 2-second intervals in

the test. The model had a 31 -percent minimum margin after 2 seconds of

test, 8 percent after 4 seconds, -14 percent after 6 seconds, and -31 percent

at the end of test. Review of the films indicates there is a possible slight
pulsing of the nose tip (giowing/cool pulses) at the time of 30 percent margin

which becomes a pronounced pulsing cap extending to 30 degrees from the

stagnation point at a 8-percent margin. Rays extending toward the heat
W! shield are pulsing vividly at a -5 percent margin. Material loss in the form

of a melted pit at the tangency point occurs at a -25 percent margin, I second

before engine shutdown. A white hot streak on the heat shield occurs

simultaneously with the formation of the melt pocket on the nose tip.

The last test (Model 527-6, 7-1/2-degree angle of attack) employed multiple

flow rates since camera coverage had improved to the point of meaningful

data being c ined from such a test. The minimum margins ranged from

90 to 2 percent and were constant over the first 30 to 45 degrees of the nose

tip (Figure 15). Films revealed that slight nose-tip pulsing occurred at a

52 percent margin. A cap over the first 30 degrees of the nose tip pulsed

on the third flow rate (28 percent) while pulsing streaks radiating toward the

heat shield developed at the 2 percent margin. Slight material loss occurred

at this last flow rate.

The nose tips tested at Malta oxidized and melted at the transpiration nose-

tip/heat- shield interface at high angle of attack possibly due to contact with

the hot heat shield. This problem was eliminated at ADP by imposing a

small gap between nose tip and heat shield as a requirement and by allowing

a low water flow from the gap between the nose tip and heat shield. No

model at ADP experienced oxidation or melt at this interface.
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Conclusions - ADP - Tests 3 to 6 are tests from which conclusions relative
to flight can be made based on film coverage. These tests show that under
the margins tested little or no material was lost by the nose tip.

A During flight, the margin drops below a nominal 50 percent for 2 seconds.
Three tests used margins less than 50 percent for 8. 3 seconds, a condition

more severe than flight.

it The minimum martgins in test are less than flight design margins. In

addition, margins at the transpiration nose-tip/heat-shield interface are

greater in flight than in ground tests. It is concluded that the flight nose
tip would survive reentry heating to impact.

Several technological conclusions can be drawti from the ADP test series.

Porous transpiration-cooled nose tips will survive margins of less than

50 percent and approaching 0 percent in high-heating/high-pressure

environments including the conditions where the minimum margin occurs

at the stagnation point. The nose-tip concept works equally well at all

angles of attack up to at least 1 5 degrees in an ADP type environient. A

Higher coolant flow rates are required at angle of attack due to the flow
distribution characteristics of the nose tip being optimized for 0-degree

angle of attack. The use of a constant-flow device (cavitating venturi) to

control coolant flow to the models permits the nose tips to operate in stable

two-phase flow. Previous tests using a pressure-control device (orifice)

.:. resulted in nonstable operation once a hot spot developed on the model. When

a hot spot deveiops on a nose tip downstream of an orifice, two-phase flow

occurs, pressure in the nose tip increases pressure drop across the orifice
decreases, and coolant flow decreases. The decreasing coolant flow rate

results in growth of the hot spot and thus propagation of the failure. TheI .
current results indicate that it should be a requirement for any flight coolant

flow control concept that it meter coolant flow independent of pressure drop.
L" "The g-valve used on the flight vehicle satisfied this requirement.
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FLIGHT TEST RESULTS

The flight vehicle transpiration system consisted of the nose tip and the

expulsion subsystem. The porous nose tip concept developed by McDonnell

Douglas on the ReEntry Systems Environmental Protection (RESEP) program "

and successfully flown on the RVTO-1A and RVTO-ZA vehicles was used for

the current flight tests. The nose tips are machined from billets of porous

(-85 percent dense) stainless steel which are formed from pressed and -

sintered stainless steel powder. The material permeability is governed by

the powder size coupled with the particular pressing and sintering conditions

utilized. The permeabilities used for the current flights were chosen to allow

optimum usage of coolant in the different environments for each of the two

vehicles.

One vehicle was characterized by relatively low angles of attack (<10 deg-

grees) and high stagnation pressures (100 to 150 atm) during the low

coolant margin portions of the flight. Conversely, the second vehicle

maintained high angles of attack (> 10 degrees) and moderate stagnation

pressures (50 to 70 atm) in the low margin regime.

A cold-gas blowdown expulsion system was used to force the coolant through

the nose tip. Pertinent features of this subsystem are shown in Figure 16.

Coolant contained in the cylindrical reservoir is pressurized using helium

which is intially stored at 11, 200 psi. The resultant flow of coolant to the

nose tip is controlled by an acceleration-sensing flow control valve which

regulates the flow as a function of vehicle longitudinal acceleration

independently of upstream and downstream pressure variations. Valves for

each vehicle were sized to meet a specific flow vs acceleration requirement

based upon the flight trajectory.

Nose-Tip Thermal Performance

One means of measuring nose-tip performance is by a point-by- point coolant

margin. As desc ribed previously, a point-by-point coolant margin is defined

as the ratio between the coolant flux actually flowing at a point on the tip minus

that thermally required to maintain that point a' the boiling temperature (or
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any other specified temperature) of the coolant divided by the thermally

required coolant. This definition is illustrated in Figure 17 which contains

the windward ray actual and thermally required coolant mass fluxes for a

time point in each of the two trajectories. The thermally required curve

represents the amount of coolant necessary at each local running length

to balance the thermal environment and maintain a 212°F nose-tip surface

temperature. This value of mass flux is dependent only on the local heat

transfer coefficient, recovery enthalpy, coolant reservoir temperature,

and thermal and thermochemical properties of the coolant. The actual mass

r flux curve, as the name implies, represents the amount of coolant which

will actually be present along the windward ray at this particular time point

V in the trajectory. This mass flux is a function of the local external pressure,

the total coolant flow rate, the coolant reservoir temperature, and the nose-

" V tip material permeability and geometry.
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As shown in the figure, the point-by-point margin varies along the surface

of the nose tip, being relatively high in the stagnation region where the

flow is laminar and the heating low, and lowest where the flow is turbulent.

In addition to varying along the windward ray as shown, the margin also

varies circumferentially around the nose tip, reaching a minimum at only
one discrete location. Since at each time point the n-argin distribution is
also different, a minimum for the entire flight is reached at only one loca-

tion and one time.

The relationship between ground and flight margin distributions cal be seen

from a comparison of Figures 9, 10, 15, and 17. In general, the flight

margin distribution is more similar to those from the Malta tests than from

the ADP tests, i. e. , high margins near the stagnation point and minimum

margins on the aft portions of the hemisphere. The reason for this result

is due to the fact that the heating distribution in Malta and the flight is

characterized by laminar/turbulent flows values while the ADP heating is

fully turbulent. This heating condition leads to a higher flow requirement

(and thus lower margins) nearer the stagnation point at ADP than in either

measure of nose-tip performance.
I Malta or flight The ADP test is therefore considered to be a conservative

The ground rule used for the flight nose-tip design was to maintain a point-

by-point margin of 50 percent or greater during flight. This criterion was

based upon the results of ground tests performed on the RESEP program

and on RVTO-1A and RVTO-2A flight tests which utilized nose tips similar

to the current design. However, results of the current series nose-tip ground

tests allowed the use of lower margins later in the program.

The minimum coolant margins attained during each flight, as well as the

preflight margin predictions, are contained in Figure 18. As was expected

from preflight predictions, the margin is high at high altitude when the aero-

dynamic flow on the nose tip is fully laminar, and drops off dramatically

when turbulent flow moves onto the nose tip between 1, 855 and 1, 856 seconds.

A transition momentum Reynolds number of 150 was used in the analysis.

I5

'32



hlOt Nny Smposum on Aeroballistics

Vol.2 .

For the first flight, the preflight and postflight predictions show good agree-

ment, wBLh the lowest minimum margin predicted to be 54 percent and occur-

ring at 1, 858 seconds (the "critical point"). However, due to the large

Ji oscillations in angle of attack and g's occurring during this portion of the

flight, there is considerable doubt in the validity of the flight data used to

obtain the postflight margins after 1,857.4 seconds. The lowest margin

attainied prior to the oscillations was approximately 65 percent.

For the other flight, the lowest value of margin attained during flight was

approximately 30. 5 percent. In order to assess the accuracy of this margin,

an uncertainty analysis was performed for time point 1, 856. 0 seconds. This

analysis considered uncertainties in freestream velocity, angle-of-attack,

coolant flow rate, and material permeability. The off-nominal trajectory

parameter values were obtained from postflight trajectory reconstructions;

the flow rate values include a 1.04 percent instrument error, a 0.375 percent

PCM error, and a 0.004 lb/sec g-sensitivity error. The permeability

*1, uncertainty was assumed to be 7 percent based upon studies made on prior

programs (RVTO-1A and RVTO-2A). Siace coolant temperature and free-

M: stream temperature and pressure variations were extremely small, they

were not considered in the analysis.

Each of the parameters was varied independently of the others and a rnininun

*margin calculated. These values were then root sum squared to give a

±0. 1655 variation in minimum margin which at time point 1,856. 0 gives

30.5 ±5. 05 percent

This variation is depictf.d in Figure 18. (Results of a similar analysis for

the first flight are also shown in the figure.

The value of minimum margin calculated above differs from the preflight

prediction of 43 percent. The major contributor to the lower value of margin

obtained in flight is the difference between the flight flow rate (0. 189 Ib/sec)

Lb~~326 -s-
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and the preflight simulated flow rate (0. 208 Ib/sec) at the critical time point

caused by trajectory and g-history differences. This 10 percent difference

in flow rate, everything else being equal, gives rise to a 14 to ]5 percent

increase in minimum margin.

In addition to the coolant margins, the nose-tip internal coolant pressure

was also calculated for each flight. A comparison of the measured*: post-

flight nose-sip pressure and the calculated pressures was made and the

results are shown in Figure 19. For both trajectories the calculated pres-

sures are generally equal to or about 10 percent higher (-200 psi) than the

measured (or simulated) values which is acceptable for subsystem design.

Downsticam Cooling (Near-Nose Ablation)
Coolant miimun margins greater than 30 percent were seen to exist during

the bulk of the flight time. A positive margin implies the existence of

excess coolant over that required to protect the nose tip which is able to ,i

flow downstream and cool the heat shield adjacent to the nose tip. Down-

stream of the nose tip, the coolant can exist in several forms, either as a H
liquid filmn on the vehic!e surface or as liquid droplets or vapor in the

boundary layer adjacent to the surface. II
The existence of a liquid film on the surface of the heat shield can be deter- [l

mined fL o, a surface temperature measurement at the point ur der examina-

tion. If this temperature is equal to or less than the boiling point of the

coolant at the local pressure, then a liquid film is present. ,

Figure 20 shows the temperature traces from surface thermocouples located

between the nose tip and heat shield on the windward'_:' arid leeward rays at

Station 6.33. Included on the plots are coolant boiling-point temperatures

calculated at the nose-tip/heat-shield interface local pressure. Since these

boiling-point temperatures are generally greater than the measured surface

temperatures, it can be concluded that a liqvia film of finite thickness xisted A

at these locations during the entire flight.

*Due to a malfunction of the flight nose-tip pressure sensor on the second "

flight, a pressure simulation based upon the expulsion subsystem perform-
ance was used in place of the measured values, t

**The winoward ray thermocouple was inoperative at launch for the first
flight.
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In i similar manner, the extent of the liquid film downstream of the nose tip

can be estimated from heat-shield temperature data. Figures 21 and 22

illustrate the effectiveness of a liquid film in protecting the heat shield

downstream of the nose tip. Contained in the figures are temperature

data from five locations along the leeward ra, at ,.rious distances from the

nose-tip/heat-shield interface (Station 6.33) for the second flight. Also

included in the figures are calculated values of surface therr.-"couple response

in the absence of any downstream cooling effects.

At Station 7.4, the heat-shield surface was covered by a liquid film from the

4 j time of coolant onset (-l, 847. 5 seconds) until impact. Prior to coolant

onset, the sensor was covered by a Teflon boot which was used to protect

I "the nose tip at high altitudes.

I At Station 12. 3, which is not covered by the boot, the temperature at the

surface thermocouple rises until coolant onset where it drops to levels

indicative of the presence of a liquid film. Late in flight, when the angle

- lof attack drops sharply, the temperature again rises due to the removal of
the liquid film.

At Station 20. 6 (14.3 inches behind the nose tip), the surface temperature

is seen to oscillate, roughly in conjunction with the rise and fall of the vehicle

angle of attack. This behavior is indicative of the liquid film being swept

back and forth across the sensor during the course of the flight.

, -Comparison with the no downstream cooling predictions at all three locations

shows very clearly the cooling effect of the excess coolant from the nose tip.

These predictions were made using the standard transition criterion of

I . mc..rentum Reynolds number equal to 150.

i I At Stations 48 and 72 (Figure 22), th, liquid film has disappeared. The

amount of downstream cooling (caused by boundary layer cooling) present

at these locations is dependent upon the existence of vortex heating along

331



10th Navy Symposium on Aeroballistics

Vol. 2

_____ ___ ____ ____(D

Ln 0

8 0n
6 ;

cro-.-0
cc3

IoL

< Wc

Lu to

I E
x0I ww

< - >J D

< cc

I. <

C4,

U

LL



10th Navy Symposium on Aeroballistics

Vol. 2
CA

. I
0.

,1

I I CD
CC

-. \ V)

00 .IL
z .-

N0
-- -i 

-, -

-- -
C) 03 v

o

I-I

II V "

r xI.0 w-

! I. >° I-° -~

w 0

0- m

q2 z < Io 0 0i

I13o) 3u nlvu3dVV3_1

333



A I
- 10th Navy Symposium on Aeroballistics

Vol. 2
the leeward ray. As can be seen from the curves, if vortex heating does

not exist, then the heat-shield behavior is accurately predicted without the

benefit of downstream cooling. However, if vortex heating is present, then
downstreamn cooling is indicated to exist at the later times in flight.

So far the discussion has centered around the leeward ray. Liquid films

are also present on the windward ray although, as might be expected, to a i
much lesser extent. Figure 23 shows the flight data on the windward ray

at Station 7. 18. As can be seen, a liquid film existed until 1,852.8 seconds,

at which time the angle of attack rose sharply and resulted in the film being

swept to the leeside. However (as will be discussed later), even in the

absence of the liquid film, boundary layer cooling resulted in large reduc-

tions in near-nose heating and resultant ablation.

Downstream of the liquid film, the heat shield is cooled by the presence of

liquid droplets and/or vapor in the adjacent boundary layer. The ultimate

effect of this phenomenon is to lower the heat transfer to the vehicle surface

and thus reduce the heat-shield temperatures and recession. In order to

assess the magnitude of the cooling downstream of aay liquid films, a
detailed postflight analysis wa.s performed for both flights which consisted
in the calculation of heat-shield temperature and recession using various -1

2 transition criteria both with and without a downstream cooling assumption,
followed by a comparison to the flight data at each near-nose sensor loation.

A discussion of the calculations performed at Station 7. 18 for the second flight

will serve to illustrate the analysis procedures as well as some important

features of the results.

Two methods are available to obtain the estimates of downstream cooliig

effectiveness. The first method was developed from flight data obtained

from both the RVTO-IA and RVTO-2A flight tests (Reference 4). The method

is empirically derived and consists of relating the reduction in heat transfer

coefficient due to downstream cooling to a calculated ideal liquid film length

(zero shear condition). This method is referred to as the 'Ireduced N

method.
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The second method is analytical in nature and assumes that te excess --

coolant reduces the boundary layer temperature (enthalpy) while the heat

transfer coefficient remains unchanged. This method is referred to as the
"reduced HR' method.

Figure Z3 contained a comparison of the flight data at Station 7. 18 with

heat-shield in-depth temperatures catculated without any downstream cooling

and with a transition altitude of 75, 000 feet (determined from Rea = 150).

Figure 24 contains the same flight data compared with calculations assuming

all laminar flow with no downstream cooling, and also calculations using

75, 000-foot transition altitude with downstr'.am cooling determined from

the reduced N method. * Since, in the absence of downstream cooling,

even the all laminar case overpredicts the in-depth temperatures, it is

evident that downstream cooling was in fact. present. In addition, the shape

of the laminar temperature response for the middle thermocouple, when

compared to the flight data, also suggests that the flow was turbulent at the

lower altitudes. The calculations perfozmed using downstream cooling

methodology show an improved agreement with the flight data over those

with no downstream cooling. The largest discrepancies o.-cur when the

surface is covered by a liquid film (since the method was derived from flight

data which included a negligible liquid film) and prior to the onset of transi-

tion (1,855 seconds).

Figure 25 contains recession predictions (normalized to the windward ray

total heat-shield thickness) and flight data for Station 7. 18. As can be seen,

the measured recession falls far below the amount which would be expected

in the absence of downstream cooling and with a nominal transition altitude.

Comparison with the all-laminar case seems to indicate that simply reducing

the transition altitude in the absence of downstream cooling would allow the

prediction to match the data. However, from the in-depth temperature pre-

dictions discussed previously, use of any transition altitude between 75, 000

and 0 feet would result in an overprediction in ir-depth temperature.

*Temperatures determined with the redor -l -R method were similar but
somewhat more conservative.
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, Therefore, downstream cooling must be present. The recession prediction
L with a 75, 000-foot transition altitude in the presence of downstream cooling

and carbon-water reactions is also shown in the figure. The agreement

with data is good with the reduced Nc method and fair with the reduced HR

method.

Analyses simitar to those for Station 7. 18 were performed at each forward

frustum sensor location and the results in terms of normalized recession

are shown in Figure 26 for the windward ray (Stations 7. 18 and 12.2)

and in Figure 27 for the leeward ray: (Stations 7.4 and 12. 3). On the

windward ray, the downstream cooling is effective for approximately 1 foot

V aft of the nose tip with reductions in recession of up to 50 percent under the

no downstream cooling prediction. On the leeward ray, the effect of the

downstream cooling is to eliminate all recession on the forward frustum.

On both rays, the predicted and measured recession show good agreement.

Flight Test Results Summary

Several pertinent observations were made from the flight data:

0 Flight test data confirmed the ability of the nose tip to survive in

a high-angle-of-attack flight environment with coolant margins at

least as low as 25. 5 percent, which is approximately half of the

previously used design value of 50 percent.

* The accuracy of the nose-tip flow prediction techniques was verified

by the good correlation between the measured and calculated internal

V ]nose-tip pressure using the measured coolant flow rate as an input
, to the analysis.

*Sensors were also located at the 45 degree (Station 7.93) and 315 degree
(Station 8.68) rays. Results at Station 7.93 indicated apl, roximately a
33 percent reduction in recession due to downstream cooling while at
Station 8.68 the reduction was on the order of 10 to 15 percent.
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* Resuilts from both flights were qualitatively similar
With the downst ream cooling being st rongly ,tffe'ctl'd by
the vehicle oscillations on ithe first fligiht.

* Significant liquid film lengths were obse'rved dolwstreaml of tile

nose tip. These films were especially long on tile lee side.

* )ata lromi tile near- tose instrumlentation ind(icateC tile t)resllhe of

downstreamt11 cooling aft of, or ill the absence of, liquid films; ill

general, current dovn stream cooling calculation techniques give

.1 good estimate of .mar-nose heating hut require the addition of a

liquid fi tll model for greater accittracy.

* 0 Current dow\,nst ream cooling techniques can be used for vehicle

near-nose heat-shield design, Iut wit, be conservative tn the

presence of liquid filis.

* Near-nose heat-shield recession reflects the presence of downstream

cooling - i. e. measured recession values are 'iignifricaldy lowe r than -

Olotho predicted ill tile ablsen ce of :ooling.
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ABSTRACT

Combined experimental and analytical programs are being

conducted at the Naval Surface Weapons Center, White Oak

Laboratory, in support of current and future strategic re-entry

systems. This paper reports on present White Oak Laboratory

capabilities for creating free-flight re-entry environments

within the 1000-foot Hyperballistics Range and for accurately

measuring surface temperature contours on models exposed to

such environments. Details of an electrooptical pyrometer

system, recently adapted for use at the White Oak Laboratory,

are described, and limiting assumptions in data reduction and

interpretation are discussed. Surface temperature contours

measured on a re-entry vehicle nose-tip configuration are

presented and comparisons made with calculations generated by o

:I! a currently utilized nose-tip design code.
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NOMENCLATURE

C speed of sound

Eb (X) black body radiation

EG (X, T, p) gas radiation

H enthalpy

k characteristic microroughness

k (o) initial surface roughness

kj (t) local surface roughness as a function of
time

KL  augmentation factor applied to local "
Klaminar heat-transfer rate

p pressure

Re /FT free-stream unit Reynolds number,

V Re momentum thickness Reynolds number,

(L)EDGE

RN nose-tip radius

R effective nose-tip radius after ablation

Arj (t) local normal recession at time t

S arc length, measured from geometric
stagnation point

S () image converter tube response

T temperature

t time, measured from muzzle exit

V velocity

!, Ve re-entry velocity

w M2 cut-off filter response

Axj (t) local axial recession at time t
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Ayj (t) local radial recession, normal to body
axis, at time t

ballistic coefficient

Ye re-entry angle

A (4, V., p,, RN) local shock stand-off distance

smooth Wall, boundary-layer mass displacement
thickness

surface emissivity

0 smooth wall, boundary-layer momentum
thickness

Xwave length

viscosity

P density

PSTD standard reference density, .08073#m/ft

4angle measured 5rom geometric stagnation
point:

Subscripts

edge, e at boundary-layer edge

i at muzzle exit

J at local body surface point J

STAG at the stagnation point

TANK in blast tank

w at the wall or surface

00 free stream

2 behind normal shock
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INTRODUCTION

Design of advanced re-entry vehicle nose tips and heat

I shields requires a detailed understanding of viscous and invis-

cid flow fields, heat transfer, and ablation phenomena (shape

change) within hypersonic real gas environments. Codes used

3for such design calculations must accurately model such key
elements as boundary-layer transition onset conditions, tran-

sition zone location and extent, roughness augmented heat

transfer, and ablation thermochemistry.

Experimental information required for the correct

modeling of such complex phenomena is often generated under

wind-tunnel and/or arc-jet environments which are incapable

of achieving complete simulation of actual re-entry conditions,

i.e., Mach number, Reynolds number, and total enthalpy levels

simultaneously. Semiempirical correlations based on such data

must, therefore, be verified through atmospheric flight tests

or through short duration free-flight tests within ballistics

ranges, wherein actual re-entry conditions can be achieved.

Due .o severe model launch loads and short test times

encountered in ballistics range research, essentially all

j data acquisition are accomplished through optical techniques.

It is the objective of the presnt paper to describe a

recently created optical technique for the measurement of

surface temperature contours on models in hypersonic free

flight, to present experimental data so measured on a hemi-

spherical nose tip of a carbonaceous material, and to compare
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such measurements with transient surface temperature predic-

tions generated with a state-of-the-art nose-tip design code.

EXPERIMENTAL APPARATUS

Facility 1

The facility employed in the current study of nose-tip 4

thermal response in clear air re-entry environments is the i

White Oak Laboratory 1000-foot Hyperballistics Range (a brief

description of which is presented below).

In order to create valid re-entry simulations, hyper-

sonic launch velocities must be achieved. This requirement

dictates the use of a two-stage light-gas gun (a schematic of
which is shown in Uigure 1). An explosively driven Teflon

piston is used to compress hydrogen gas in the first-stage 1

driver section. This gas is contained within the pump tube

by a metallic diaphragm until a preselected pressure level is .1
i! reached. The diaphragm bursts and the low molecular weight

gas rapidly accelerates the model/sabot package down the

launch tube, or second stage, to hypersonic velocities while

the pistcn is decelerated and stopped through deformation in

the converging portion of the high-pressure section. Muzzle

velocities achievable with the White Oak Laboratory 2.0-inch

inside diameter launcher are shown in Figure 2 as a function A

of package weight.

Once the package clears the muzzle, it is exposed to a

low static pressure environment (-0.1 atm) within the blast

tank. Here, the sabot, comprised of four separate fingers or

petals, is aerodynamically stripped from the model. The model
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j traverses the blast tank and enters the 1000-foot range tube

through a quick opening valve port, while the sabot sections

diverge from the model flight path due to aerodynamic lift

and are destroyed on impact with a series of metal plates.

Since the range tube can be independently maintained at

- any desired static pressur, level from atmospheric down to

-0.5mm Hg (effective altitudes based on density from sea level

to -170,000 feet), various re-entry environments can be achieved

through appropriate combinations of range pressure and launch

velocity. Figure 3 shows free-stream unit Reynolds number,

stagnation pressure, and stagnation enthalpy levels attainable

as a function of launch velocity with range static pressure

as the parameter. Figure 4 shows the operating envelope of

this facility in comparison with typical re-entry trajectories

for slightly blunted sphere/cones, illustrating that actual

re-entry conditions can indeed be simulated.

The range tube is fully instrumented with a variety of

optical instrumentation, including electrooptical pyrometers

(discussed in detail in the subsequent section), lasers for

both frontlighted and backlighted .del contour photography

as well as flow field (shadowgraph) photography of high-

luminosity models, dual plane spark shadowgraphs for flow field

definition about low-luminosity models, and dual plane X-ray

stations for model angle-of-attack and structural integrity

information. Accurate measurements of model roll rates,

ang'e-of-attack histories in pitch and yaw, and shape change

due to ablation and/or erosion can thus be made.
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Electrooptical Pyrometer

At present two electrooptical pyrometer stations are

installed and operational within the 1000-foot Hyperballistics

Range at axial distances of 37.8 and 198.2 feet from the range 4

tube entrance; a third station is planned for installation

early in FY76 and will be located at a position dictated by

future programs.

The physical arrangement utilized in adapting this system

to the 1000-foot range is shown schematically in Figure 5. The-
basic operating principle of electrooptical pyrometry is to

record film densities of known temperature sources (here the

end-on filtered and unfiltered images of a carbon arc electrode)

and an unknown temperature source (e.g., a nose tip in free

flight) and, through the experimentally defined calibration

relationship between source brightness temperature and film

density, determine apparent brightness temperature distributions

on the unknown temperature source.

To obtain the required calibration of film density versus

source temperature, a speci,:lly designed carbon arc is incor-

porated (Mole-Richardson Company, Hollywood, California).

Electrodes of this unit are positioned to yield a 120-degree

included angle between them, thereby allowing end-on observa-

tions of the positive graphite electrode via proper alignment

of the planar mirror in the range tube. The crater of the

positive electrode, when operated under properly chosen volt-

age and current conditions, provides a source of high tempera-

ture radiation of exceptionally high reproducibility (38060
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+ 10OK). A series of calibration filters (traceable to the

4, National Bureau of Standards) allows effective black body

V temperatures from -24000K to -38000K (the unfiltered temperature)

to be generated; effective temperatures above 3800 0K are

1.I1 achievable by photographing the unfiltered image at reduced

camera f/numbers (i.e., larger apertures) than are used for

recording actual free-flight data. A useable tem-ature

range of -2400 0K to -4400 0K (-4300°R to -80000R) can :hereby

be attained.

At the receiving end of the optical path is an image

converter camera which consists of a planar photocathode

(S-li), a planar phosphor screen (P-li), a relay lense, and

a sliding film back (four-inch x five-inch negatives). When a

"i I high voltage pulse is applied across the photocathode/phosphor

j 1screen region, any light image incident on the photocathode

surface is transferred, via accelerated electrons, to the

phosphor screen; the recreated light image is then relayed to

the exposed fil-m surface and recorded. Since the number of

-. electrons released per unit area is proportional to the number

of photons impinging on the photocathode per unit area, the

electron image density distribution on the phosphor screen is

directly proportional to the original light image brightness

dist. bution. Further, since electron image propagation is

effectively maintained only in the presence of a high voltage

acceleration field, an effective electronic shutter time can

be set by preselecting the time duration of the voltage pulse.

Exposure times of the order of 0.1 microsecond and less can
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thereby be attained, minimizing motion blur (i.e., -20 mil

axial translation in 0.1 microsecond at 18,000 feet per

second, coupled with an essentially head-on view, yields no

adverse effects on image resolution).

One problem encountered during calibration, but not during

actual data recording, concerns the small but finite off/on

ratio of light transmitted by the image converter tube.

During free-flight observations, the model image is rapidly

swept through the prescribed field of view due to its high

velocity, thereby serving to limit the total amount of light

received at the photocathode surface. Since the calibration

arc is stationary, its long duration sigial would, despite

the short absolute shutter time of the image converter camera,

result in noticeable bleed through of light, i.e., a fogging

of the film. This is countered by sweeping the arc imageIi
across the photucathode field of view by means of a rotating

mirror while limiting its impingement on the tube surface to

a single pass via a light detector/electronic delay circuit/

mechanical shutter arrangement.

All calibration images are recorded on a single negative

via a sliding film back arrangement. At the completion of

calibration, the planar mirror is rotated (onto an identical

optical path) to view the approaching flight path; final

optical alignment is accomplished with a CW laser. Standard

test procedures are then initiated, culminating with model

launch and data acquisition. The nose-tip brightness image

is always recorded on the same negative used for calibration

in order to eliminate film development nconsistencies.
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Figure 6 shows component and overall system response as a

function of incident light wavelength. Use of a cut-off filter

(W12 (X)) coupled with the photocathode tube response (SIJ(X))

serves to limit monitored wavelengths to the range 0.50 : X

< 0.65 micron due to the overall •11(X) W12( system

response. By monitoring only a narrow 0.15 micron wavelength

Sband, overall system performance is improved in two areas:

4 first, within this wavelength regime, the calibration source ,

exhibits true black body characteristics, and second, contri-i
butions to the data signal from gas cap radiation are greatly

reduced (calculation of and correction for the gas cap con-

tribution are discussed under limiting assumptions).
Overall system accuracy was investigated in reference (1)

by placing a second calibration source in the range tube and

treating it as an unknown temperature source. Using standard

calibration and data acquisition procedures, ten separate

tests were conducted. Measured arc electrode temperatures

were, in all cases, within +2 percent of the unfiltered value

(i.e., a maximum data band of +75OK about the nominal value

of 38060 K).

DATA REDUCTION PROCEDURES

The four-inch x five-inch film sheet, containing all

calibration images plus the model image, is developed.

Calibration images on the resulting negative are scanned with

a microdensitometer and relative film density levels are

j [simultaneously plotted by an isodensitracer (see Figure 7).

L In this procedure, all film densities are measured relative to

Ii 354A



10th Navy Symposium on Aeroballistics

Vol. 2

a reference density generated by scanning a separate piece of

high quality uniform density film, referred to here as the

reference filter. Use of a reference filter is dictated by

possible requirements for shifting the density scale limits

higher or lower in order to accommodate nose-tip density levels

within available plotting space; a rescan of this reference

'4 filter under any new density scale constraints supplies a

repeatable reference level from which nose-tip density levels

may be measured. An example of a pyrometer calibration curve

generated in this manner is shown in Figure 8, where the ref-

erence filter for this test corresponds to an effective

brightness temperature of 33200 K. As noted, calibration curves

are linear above -30000K (~5400 0R).

Having defined the film density to source temperature

relationship, a scan of the nose-tip image is then made. A

scan sensing area of 1.0 x 1.5mm is utilized on t.ie nose-tip

image as magnified by the microdensitometer optics (see Figure 9).

In physical coordinates, this corresponds to a sensing area of

8.6 x 12.8 mils for pyrometer #1 (37.8-foot station) or 18.1

x 27.2 mils for pyrometer #2 (198.2-foot station).

Nose-tip film density levels are plotted in two distinct

A ways. First, a coiiplete scan of the entire nose-tip image is

made and color coded isodensity contours of this end-on view

are cimultaneously plotted by the isodensitracer (a black and

white recreation of one such plot is shown in Figure 10). After

this overall scan is complete, selected cross cut planes are

rescanned, and relative film density is plotted as a function

355
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of physical location (such cross cuts are usually taken on a

major diameter, i.e., one through the geometric stagnation

point). Figure 11 shows such a plot taken on a horizontal cut

through the stagnation point of the isodensity contour plot

of Figure 10. These analog plots of relative film density

versus physical displacement along a major diameter can be

digitized through use of appropriate scale factors (i.e.,

calibration curve and optical/mechanical magnification factors)

! i and results replotted as nose-tip surface temperature versus

nondimensional arc length (S/RN) along the nose-tip surface.

LIMITING ASSUMPTIONS IN DATA INTERPRETATION

Strictly speaking, the pyrometer calibration procedure

relates relative film density to source brightness temperature.

In order to equate brightness temperatures measured by theI

electrooptical pyrometer system to model surface temperatures

111 certain limiting assumptions must be invoked. These are dis-

cussed below.I
First, it is required that within the monitored wavelength

j !regime surfaces under observation radiate incandescently

according to Planck's equation, i.e., radiate with black on

grey body characteristics. This assumption is justifiable for

Li I bulk graphites and carbonaceous ablation chars (i.e., nose-tip

materials of current interest) which possess smooth near unity

emissivity versus temperature curves throughout the visible

spectrum2 . For such materials, the system calibration pro-

L cedure is most valid since both the calibration arc electrode

and the nose tip are carbonaceous and both radiate as black or

near-black body sources.
356
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Second, ablation phenomena at or near the model surface

must not measurably influence recorded brightness images.
.1

Surface thermochemistry is a function of nose-tip material

and the gaseous environment to which it is exposed. Violent

chemical reactions (e.g., combustion), which can occur at

various metallic surfaces exposed to high temperature oxidating

environments and melt layers which can occur on certain abla-

ting surfaces (e.g., quartz phenolic) would most likely

attenuate, i.e., add to or detract from, surface radiation.

However, subliming and/or charring carbonaceous ablators which

yield gaseous products of ablation are felt to meet this second

restriction.

Thirdly, it must be assumed that the flow field itself

does not attenuate the surface radiation signal. At hypersonic

velocities, a strong bow shock wave forms ahead of the blunt

nose tip. Between this bow wave and the model surface there

exists a thin, dense, real gas shock layer. This region,

referred to here as the gas cap, contains, depending on flight

conditions and range tube gas, various dissociated and/or

ionized species. Effects of both gas cap absorption and

emission on the surface radiation signal must be ascertained.

Gas cap absorption effects can be neglected if the product

of absorption coefficient times local shock layer thickness is

small compared to unity. Based on reported absorption coef-

ficients of Gilmore at maximum density and temperature con-

ditions experienced under present test conditions, this product

was computed to be of the order of 102.
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~3
Figure 12, also based on calculations of Gilmore3, shows

4 'the energy radiated into spherical space by a unit volume of

air at temperature and density conditions bracketing most

ballistics range environments of interest as a function of

I Iwavelength. If at any point on the nose tip one calculates
the local shock wave stand-off distance (i.e., the local depth

of radiating gas) and subsequently computes the integral listed

at the bottom of Figure 12, a measure of the local gas cap

radiation (energy/unit area) can be derived. In this calcu-

lation, the one-half factor accounts for that portion of the

radiant energy per unit volume directed towards the sensing

I instrument. A computer code for performing the above calcu-

lations was developed in reference (4) and has been applied
here.

bI ! Having calculated the energy per unit area radiated by

the gas cap to the image converter camera, it remains to devise

ui ~ a procedure whereby corrections for this contribution to the

data signal can be made. A relationship between energy per

unit area sensed by the pyrometer and brightness temperature

of the radiating source is thus required.

Figure 13 shows the energy radiated into hemispherical

space by a unit area of a black (e = 1.0) and a grey (e < 1.0)

surface, each at 70000R, as a function of wavelength (recall

that lip = 10- 4cm). Photocathode tube response and overall

I pyrometer system response to the grey body energy input are

also shown. An integration with respect to wavelength of

j Vthese lower two curves yields the energy per unit area sensed
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by the electrooptical pyrometer system with and without the

cut-off filter for a grey body at the specified surface

temperature. Such calculations were made for both black and

grey (c = 0.9) surfaces over the full operating temperature

range of the present pyrometer system, and results are shown

in Figure 14. Several points concerning this figure should

be made.

First, the present system is represented by the lower

two curves, i.e., the [SI() Wl2 (X)] response. Second, an

uncertainty in surface emissivity of the order of ten percent

results in only a 50 to 100OR uncertainty in surface brightness

temperature. Third, an equivalent black body brightness tem-

perature can be defined for any computed gas cap radiation

level. Fourth, and finally, corrections to measured surface

temperatures for gas cap contributions can be made as noted

below. For any specified position on the nose tip, Figure 14

defines a radiant energy level corresponding to the observed

brightness temperature. An independent calculation of local

gas cap radiant energy per unit area is made, and this value

is subtracted from the experimentally defined energy level.

The resulting net energy level is attributed to surface radia-

tion, and a corrected model surface temperature is thus defined.

Experience has shown that such corrections are generally small,

as will be demonstrated under data analysis.

DATA ANALYSIS

As stated in the introduction, one primary element of the

present research is to determine the aerothermodynamic prediction )
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capabilities of currently utilized nose-tip design codes

through comparisons with surface temperature data obtained

undcr controlled re-entry conditions. The present section is

thus divided into two subsections: the first outlines principle

features of a computer code used for predicting the aerothermal

response of ablating bodies exposed to hypersonic real gas

environments and statements concerning recent updates to this

code are made; the second subsection presents a detailed analysis

of a graphite nose tip launched in the 1000-foot Hyperballistics

Range on which surface temperature measurements were made.

Code

The nose-tip shape change and thermal response computer

code currently utilized at the White Oak Laboratory was developed

under government sponsorship by the Aerotherm/Acurex Corporation

and is described in detail in reference (5). The primary purpose

of this code is to numerically model the surface and in-depth

1. transient thermal response and shape change history of an

ablating nose tip subjected to an actual or simulated re-entry

environment. Figure 15 presents a flow chart of the overall

(calculation procedure.

In general terms, the required inputs for a calculation

consist of the following:

a. Nose-tip environment, e.g., V.(t), pc(t), p.(t), and

free-stream gas composition.

F b. Nose-tip initial geometry.

c. Grid network for internal heat conduction calculations.

(1) Surface layer or implicit/radial grid network for
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calculations in the large temperature gradient region near

the surface; this constant thickness surface layer and its

nodal network recede with the surface as shape change occurs.

(2) Fixed or explicit/rectangular grid network for

calculations throughout the remainder of the nose-tip interior.

d. Nose-tip material(s), their surface roughness charac-

teristics, and thermal properties as functions of temperature.

e. Ablation thermochemistry information, e.g., tabular

listings relating ablation rate, surface temperature, and

surface pressure for the material(s) of interest; such inputs

are generated by a separate computer code, e.g., reference (6).

Engineering codes such as the one under discussion rely

on a series of approximations and assumptions to calculate

the desired overall results of nose-tip shape change and

thermal response. Approximations take the form of semiem-

pirical correlations relating various quantities of interest

(e.g., shock shape to body geometry, boundary-layer transition

onset and location to various surface and flow field variables,
etc.) while assumptions invoked center on requirements to

simplify complex mathematical expressions (e.g., the boundary-

layer momentum integral equation which describes the growth

of the viscous layer along the surface). " 4

Given the required inputs and the assumption of zero

angle of attack, the code computes the bow shock shape, sur-

face pressure distribution, and axisymmetric inviscid flow
field about the initial body geometry. Real gas effects are .
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accounted for through incorporation of a Mollier diagram

for high temperature air. Boundary-layer edge conditions

for subsequent viscous flow computation are thus defined.

Boundary-layer heat and mass transport are modeled using

a film coefficient approach (see reference (7)). The

momentum integral equation is solved assuming that zero

pressure gradient relations between skin friction and momentum

thickness apply in the presence of pressure gradients.

Reynolds analogy and compressibility corrections are applied

to obtain the smooth wall, nonablating heat-transfer coeffi-

cient distribution. Effects of blowing (mass addition) are

accounted for as a function of local ablation rate, where the

mass-transfer coefficient is related directly to the heat-

transfer coefficient.

Transition from laminar to turbulent flow is dictated by

a recent semiempirical correlation of the form

R . T]0. 7 = 255, onset

e e 215, location

where a value of 255 must be reached or exceeded by the sonic

line location8 ; if this condition is satisfied, then the

transition zone physically begins at a location where this

parameter reaches a value of 215.

Effects of surface roughness on both laminar and turbu-

lent flow heat-transfer distributions ;ire modeled by semi-

empirical correlations which relate an augmentation factor to

some roughness parameter which depends on both surface

conditions and smooth wall flow field variables. The present
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Icode was recently updated with a correlation suggested by
9Phinney for effects of surface roughness on blunt body lami-

nar heat-transfer rates. This correlation takes the form

K' 1 + 2 V 2 RN"_2 [
r = [,1+f -j

where

I00166 2.41

'.004 > .4

and (P2 V2) = (p. V ) by conservation of mass across a normal

shock wave. This correlation was assumed to hold at all points

on the nose tip where the flow remained laminar, with 6* being ,

evaluated locally. Effects of surface roughness on turbulent

heat-transfer rates were modeled in the code (based on the

work of Powars 0) and this semiempirical correlation was applied

1' to present analyses in its original form.

For each instantaneous body shape, once the surface heat-

transfer distribution has been computed, finite difference

numerical techniques are employed to solve the heat conduction

equations written for both implicit and explicit nodal network

coordinate systems.

Ablation rate and surface temperature at all points on

the nose tip a-'e determined by accountiJng for energy, mass,

and species conservation at the ablating surface. A surface Li

363
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energy balance of the convective transfer coefficient type

is employed (see reference (11)), and an iterative solution,

coupled to the input ablation thermochemistry for the material

of interest, is generated. Recession rates (e.g., inches/

second) normal to the surface at each body calculation point

are thereby defined. Based on the computational time inter-

- i val, each surface point is moved a distance corresponding to

its computed recession rate, and a new body contour is defined.
|4

I The inviscid flow field over this new contour is computed,

and the above listed computational procedure is reinitiated.

One additional feature has been added to this code by

the present author which mathematically allows for local sur-

face roughness development as a function of time, based on

computed recession of the mean surface contour (see Figure 16).

In actual re-entry applications, a nose tip experiences

laminar ablation under high altitude/low free-stream densit,

1 °conditions. An initially hemispherical contour is further

blunted with maximum recession occurring at the stagnation

point (for zero angle-of-attack trajectories). This ablation

process replaces the initial near-uniform surface roughness

of the material, k (o), imposed by manufacturing/machining

specifications, with a microroughness, k, characteristic of

the nose-tip material and independent of the trajectory

flown. It is this microroughness which eventually trips the

nose-tip boundary layer to a turbulent state, creating

increased surface heat-transfer rates, increased ablation

rates, accelerated shape change, and the possible formation
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of an increased macroroughness scale downstream of transition

(e.g., cross hatching and/or scalloping) with roughness element I
dimensions dependent on both material and trajectory parameters,

as well as elapsed time of flight.

In present ballistics range research, two options are

of interest: (1) a nose tip launched with an initially pol-

ished surface finish (k (o) <C k), its characteristic micro- 1
roughness forming as a result of ablation (k (o) < kj (t) < k),

and (2) a nose tip launched with a preconditioned surface

roughness (k (o) = kj (t) = k) formed by sufficient time

exposure of the material to a low-pressure, high enthalpy,

laminar flow, arc jet environment simulating high altitude

re-entry.

It is assumed in the present model that the maximum sur- A
face roughness scale which can form, or be maintained, during

a ballistics range test is equal to the material's character-

istic microroughness. This assumption is justifiable for I
nose-tip dimensions and trajectories under current invest~ga-

tion N = .375 inch, V< 18,000 feet per second, p. : .35 atm) "

where maximum predicted surface recession up to the final

data monitoring station is of the order of the microroughness

dimension (-3k or less, as compared to experimentally observed

minimum macroroughness dimensions of the order of 10k).

Graphite Nose-Tip Thermal Response

0 This subsection presents a detailed analysis of the

transient thermal response of a solid ATJ-S graphite nose tip

on which surface isotherms were measured (recall Figures 10

-,36 365
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and 11). This particular nose tip was launched as part of a

model/sabot development effort (the results of which will

ultimately be applied in an investigation of nose-tip boundary-

layer transition). Certain key requirements were met during

this test which are essential to any well defined aero-

thermal analysis.

First, the nose tip was fully enclosed in a sabot which

possessed a smooth Teflon interior machined to exactly match

the nose-tip contour. This served to protect the initial

polished surface finish and overall structural integrity of

the nose tip during launch acceleration (~100,000g's), as well

as to shield the nose tip from heat transfer within the launch

tube, thereby ensuring a known uniform initial temperature

distribution throughout the graphite upon its exposure to the

free-flight environment.

Second, both the initial surface finish and characteristic

microroughness of this bulk graphite material were accurately

measured and documented under a supporting contract effort12

13wherein established material characterization techniques

were employed. Results of this effort are shown in Figures 17

and 18.

Figure 17 shows cross sectional views magnified 320

1 times of both polished and preconditioned (via laminar ablation)

F ATJ-S graphite surfaces. Figure 18 shows fractional percentage

distributions of roughness element height, width, and peak-to-

peak spacing as measured on the ablated sample. Intersection

of the fiftieth percentile line with the roughness element
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height distribution defines a mean height of 8.9 microns;

appl-ing a factor of , which approximately accounts for

the failure of the cross sectional plane to pass through the

12Btrue peak of the roughness elements1 , results in a charac-

teristic ATJ-S graphite microroughness of 11.3 microns (i.e.,

k = 0.45 mil). The polished surface was found to possess i

only widely spaced roughness elements of the order of 1.5

microns in height or less, thereby defining a nominal k (o)

I value of .05 mil.

Figure 19 shows the aerothermodynamic environment experi-

enced by the nose tip along its flight path from muzzle exit

through blast tank conditions to a point downrange of the

second data monitoring station. This mode. was aerodynamically

stable (static margin of the order of 14 percent) and measured 1I 4
angle-of-attack oscillations were within +4 degrees over its

entire trajectory. j
Consistent with previous discussions, data of Figure 11 i

(on two rays, 180 degrees apart, emanating from the stagnation J

point) were digitized, arithmetically averaged, corrected for I
gas cap radiation and replotted as a function of nondimensional

arc length ( around the nose-tip contour. The resulting

surface temperature distribution is shown in sections (a) of ...
Figures 20 through 22. A computed gas cap equivalent black "

body temperature distribution is also shown for comparison

purposes; note that the maximum correction for gas cap radiation

was of the order of one percent of the observed brightnesste p
temperature level.
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Three separate computations of nose-t:.p transient thermal

response were made for the ballistics range environment of

Figure 19; differences between these computations center on

-assumptions concerning material surface roughness and the cal-

culation of lominar heat-transfer rates in The presence of

surface roughness. Results are shown in Figores 20 through 22.

The f',rst Comp'A ation assumed that surface roughness

develops accordgA 4- the model proposed in Fiquy.'e 16 and that

Ssurl:ace roughness does not influence laminar leat-transfer
1 ra tes. Resu , . )re shown in Figures 20(a) through 20(c),

' ' igure ziiza) shows surface temperature distributions

a,ound tht- noo. tip with z-ime as the parameter; Figure 20 'b)

.r-. . sur.aco, toinw:r.-.tare versus time for two discrete points

on iuhe !-,se tip .:ad Figure 20(c) shows surface roughness

-' i* [ distributions aroun,. the nose tip with time as the parameter.

A ceneral lack of agreement with the experimental results is

observed. Predicted surface temperatures in the laminar flow

. stagnativ" point regicn are -37 percent below measured values,

and the general sha.e of the predicted surface temperature

distribution at the time of data acquisition (14.76 milli-

seconds) does not correspond to that observed experimentally.

j Predicted peak surface temperatures occurred at the sonic

point, while maximum surface temperatures observed experi-

rrumntally occurred1 at the stagnation point. Utilization of

unaugmented laminar heat-transfer rates resulted in a low

predicted surface roughness grouth rate (i.e., recession rate)
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which delayed the attainment of a surface roughness dimension

sufficient to cause boundary-layer transition until the 10-

millisecond station.

The second computation also incorporated the roughness

growth model of Figure 16, but here laminar heat-transfer

rates were assumed to be influenced by surface roughness

according to Phinney's correlation, as previously discussed.

Results are shown in Figures 21(a) through 21(c). The

postulated interaction between surface roughness and laminar

heat-transfer rates resulted in a more rapid development of

a roughness scale sufficient to cause nose-tip boundary-layer

transition (7 milliseconds here versus 10 for the previous

calculation). Roughness augmented laminar heat-transfer rates

7 increased predicted surface temperatures in the near stagnation

point region, resulting in a surface temperature distribution

at the data acquisition station which qualitatively agreed

quite well with the experimentally observed distribution, i.e.,

relatively uniform between the stagnation and sonic points with

the maximum occurring at the stagnation point. Quantitatively,

agreement was quite reasonable with maximum variations between

theory and experiment of the order of +15 to +20 percent for

0 5S <~. 8.
RN
Results of a third computation are presented in Figures 22(a)

through 22(b) which demonstrate the predicted transient thermal

response of a preconditioned ATJ-S nose tip (k (o) = kJ (t)

= k = 0.45 mil) to the same ballistics range trajectory flown j
by the present (initially polished) nose tip. Transition onset
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for a preroughened model is predicted to occur instantaneously

Iupon exposure to the free-flight environment. Turbulent heating

creates peak surface temperatures at the sonic point with sonic

point and stagnation point values approaching a common steady-

Il state limit after -15 milliseconds of flight. Such trends

are of course inconsistent with present experimental results

obtained on an initially polished model.

SUMMARY

The present paper has focused on current capabilities at

the White Oak Laboratory for creating valid free-flight simu-

lations of re-entry aerothermodynamic environments for accurately

measuring surface temperature contours on nose-tip configurations

exposed to such environments, and for conducting detailed thermal

analyses of these ablating bodies under highly transient

ballistics range conditions.

Application of electrooptical pyrometry to the measurement

Iof surface temperature distributions in hypersonic free flight

I was discussed and limiting assumptions in data reduction and

interpretation were reviewed. Isotherms measured on a solid

ATJ-S graphite nose tip were reported.

Updates to a currently utilized nose-tip design code

were made to account for surface roughness development as aI function of time and to account for effects of surface roughness

on laminar heat-transfer rates. Predictions generated with

!I this modified code were found to qualitatively matcli the shape

of the experimentally observed surface temperature distribution

in the stagnation-to-sonic point region; reasonable quantitative

370



10th Nvy Sympoium on Aroballiutics

Vol. 2
agreement was also observed with predicted surface temperatures

a maximum of 15 to 20 percent above experimentally determined

values.
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HEAT TRANSFER TO A CIRCUMFERENTIAL GAP
ON A CONE AT ANGLE OF ATTACK*

D.E. NESTLER
Aerothermophysics Laboratory
Re-entry Systems Department

" General Electric Company
. P.O. Box 8555

Philadelphia, Pa. 19101

ABSTRACT

I Results are presented of an investigation of heat transfer to a

Icircumferential gap on a cone at angle of attack in hypersonic turbulent
flow. Tests were conducted in AEDC Tunnel B at M. = 8.0 and Re,, ff 3.5I I
million per foot. Detailed heating distributions are presented for gap

I widths of .04 to 0.32 inches, gap depths of 1.6 and 0.8 inches, and

angles of attack from 0 to 20 degrees. Simple engineering correlations

for gap heating are developed for the gap mid-depth and floor locations.

Phase change paint "flow pictures" are included which support the multi-

vortex gap flow model suggested by the heating distributions.

V [ .

I !:

* This research was performed for the Air Force Spacc and MissileFo Systems Organization under Contract F04701-71-C-0081.I1
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INTRODUCTION

Re-entry vehicle construction frequently requires the existence

of a circumferential gap between the nosetip and frustum sections. If

the vehicle re-enters at angle of attack, the aerodynamic heating

received by the gap will be increased above gap heating levels for zero

angle of attack, for two reasons: (1) windward surface heat transfer

upstream of the gap is increased due to angle of attack, and (2) the

ratio of gap heat transfer to external surface heat transfer upstream

of the gap is increased due to crossflow effects.

At the outset of this study, gap heat transfer data and correla-

tions were limited to two-dimensional flow conditions. Correlations

for heat transfer at the base of a gap in two-dimensional turbulent

flow were available, e.g., Nestler, et al, Reference 1; however the

application of such correlations to the case of a circumferential gap

at angle of attack was felt to be unconservative due to the neglect of

crossflow effects. The objective of this study thus was to obtain

experimental heat transfer data to a circumferential gap on a cone at

angle of attack in hypersonic turbulent flow, and to develop an engine-

ering correlation of such data.

APPROACH

Prior to planning an experimental program, a conceptual model of

a circumferential gap on a cone at angle of attack was developed, in

order to provide insight into the relations among the physical para-

meters. As shown in Figure 1, it was hypothesized that inflow into the

gap would exist wherever the local external pressure P1 exceeded the
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gap internal pressure P2, while outflow from the gap would develop

wherever P1 < P2. By means of the continuity equation, and assuming

one-dimensional channel flow relations for frictional pressure drop

Sand heat transfer in the circumferential direction, the circumferential

distribution of gap pressure and heat transfer were determined in terms

of external circumferential pressure variation. Due to uncertainties

in the selection of flow coefficients for the gap inflow and outflow

computations, this analysis was used to provide preliminary estimates

" only. Nevertheless, the analysis was valuable in demonstrating that a

crossflow component of gap flow should exist, which could potentially

lead tD a maximum gap heat transfer away from the windward meridian.

An experimental program was then planned and conducted in Tunnel B

of the Arnold Engineering Development Center at a Mach number of 8 and

"i ia free stream Reynolds number of up to 3.6 x 106/ft. Sharp and blunt-
V

nosed cones having a circumferential gap were tested at angles of attack

up to 25 degrees. The program included an initial exploratory phase

using the phase change paint technique, followed by a densely instru-

mented thin skin heat transfer and pressure model. Results of these

tests are given in the following sections.

EXPLORATORY TESTS

These tests were conducted on a six degree half-angle cone having

a nose radius of 1.5 inches. The gap depth was fixed at 0.80 inch,

while the gap width was varied from .080 to 0.32 inch by means of

I spacer rings. Turbulent flow at the gap was provided by boundary layer

trips located on the nose. Time lapse photography was used to provide
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a record of paint melt line progression on the gap sidewalls, from

which the heat transfer distribution was computed by standard one-

dimensional transient conduction solutions. Typical heat transfer

coefficient coatours are shown in Figure 2, for the downstream gap

face.

Figure 3 shows gap heating distributions for the windward meridian

of the 0.32 inch gap for an angle of attack a of 18 degrees. In this

and subsequent figures, results are presented as normal~zed heat trans-

fer coefficients h/ho, where:

h local heat transfer coefficient based on external total

temperature

ho  local heat transfer coefficient immediately upstream of 'L

gap on the windward meridian (again based on external
total temperature)

In Figure 3, the maximum gap heating occurs at the reattachment

corner of the downstream wall. Ratios of h/h0 approaching 4.0 at the

corner were estimated from melt-line transient development early in

the run, indicating an extremely severe gradient over the upper .05 2

inches of the downstream wall. The results for = 0 (also shown in

Figure 3) show that the relative gap heating is significantly increased

by crossflow. Noting that h is the external reference heating for the

respective test conditions for each value of a , Figure 3 shows e.g.

that at a location of 0.14 inches down the downstream wall, the value

of h/h0 with crossflow is over 4 times the value of h/ho without cross-

flow.

The decrease in h/ho along the downstream wall levels out somewhere

below the gap half-depth, followed by a rise in heating near the gap
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floor. In contrast, the variation in h/ho along the upstream wall is

just the opposite, exhibiting an increase where a decrease occurred on

the downstream wall, and a decrease where an increase occurred on the

downstream wall. Indeed, the maximum heating on the upstream wall

appears to occur directly opposite the location of the minimum heating

on the downstream wall. 1
Consideration of the windward gap heating distributions such as

those of Figure 3 suggests the flow model of Figure 4, in which a multi-

vortex flow is induced within the gap. This flow model is appropriate

for either an annular gap at a = 0 or a windward gap cross-section at

finite a, since the crossflow velocity is zero in the windward plane.

The effect of angle of attack is to cause P2 to be lower than PI, re-

sulting in an initial shear layer expansion with higher energy flow

Icirculation within the gap. Hot spot regions are associated with jet-

like impingement of shear layers; the location of these hot spots

depends on the aspect ratio of the vortices.

Further confirmation of the flow model of Figure 4 was provided

by the post-test photographs of the gap inserts for certain tests in

which the melted paint froze on the lower heating regions of the gap

sidewalls, thus providing a flow visualization technique. Thus, Figure

1: 5 illustrates the type of flow pattern obtained for selected gap sur-

faces which is consistent with the flow directions postulated in Figure

4. These paint flow pictures showed a strong crossflow circulation

I away from the windward meridian, especially for the smaller gaps (see

Figure 6).
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Prediction of maximum crossflow heating for the wind tunnel con-

ditions using the approximate analysis described above yielded values

below the threshold levels which could be measured in the paint tests.

This result is consistent w-th the measured circumferential heating

distributions, which indicated the windward meridian to be the location

of maximum gap heat transfer. The crossflow heating component is zero

at the windward meridian, increases to a maximum near 60 degrees off

windward, then decreases to zero at the leeward meridian (Figure 7).

The gap heating component corresponding to longitudinal-flow-induced

vortex circulation is maximum at the windward meridian, decreasing to

a minimum at the leeward meridian.

T IN..SKIN MODEL TESTS

Extensive heat transfer and pressure data within circumferential

gaps at angle of attack were obtained on the model shown in Figure 8.

The model was designed and fabricated by Ellco Engineering, Inc., acting

as vendor to AEDC. Spacer rings allowed gap widths of .040, .080, .120,

and .160 inches, and gap depths of 0.80 and 1.60 inches. Vertical

translation of forward frustum relative to rear frustum provided for

forward and rearward facing steps of 0.10 and 0.20 inches at the gap

location. Either sharp nose or 1.50 inch radius blunt nose could be

tested; however, most tests used the sharp nose to promote turbulent 7

flow. (i
4- 5

Separate gap inserts provided for 98 tbin-wall thermocouple heat 3

flux and 56 pressure measurements within the gap. Gardon gages measu-ed

heat flux to the floor of the 0.8 inch depth gaps of .12 and .16 inch

widths. Test conditions are shown in Table 1.
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Typical heat tranbfer distributions within a gap at ' = 10

degrees are presented in Figure 9, for several peripheral stations.

The windward meridian received the highest gap heating, with a mona-

tonic decrease toward leeward, in agreement with the exploratory paint

tests. Exceptions to this trend occurred near the bottom of the .040

inch gap. For values of ! !< 5 degrees, maximum heating was measured

between 30 and 60 degrees off the windward meridian, as shown in Figure

10.

The effect of gap width on windward meridian gap heat transfer for

~' =10 degrees is shown in Figures 11 and 12 for gap depths of 1.6

and 0.8 inches, respectively. In general, gap heating increases as gap

width increases, although some crossover trends are apparent in the

upper half of the deeper gap. The wider gaps are seen to exhibit heating

maxima part way down the walls, presumably due to the multi-vortex flow

pattern postulated in Figure 3. Careful study of Figures 11 and 12

indicates that heating levels are similar for the two gaps at a given

absolute distance down the gap wall from the corner in the u portion
__i

of the gap, but that from mid-depth to floor, heating levels are similar

at a given relative distance from the corner. The different behavior is

probably associated with three-dimensional flow effects; the paint "flow

pictures" (such as Figure 6) implied strong crossflow in the lower half

of the gap.

The effect of body angle of attack on windward meridian gap heat

transfer for a gap width of 0.16 inches is shown in Figures 13 and 14

for a gap depth of 1.6 and 0.8 inch, respectively. In general, gap
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relative heating h/ho increases as a increases, except for some

'.1reduction on the upstream wall as a exceeds 10 degrees. Significant

increase in h/ho occurs as a changes from 0 to 5 degrees, with less

increase as a increases above 5 degrees.

i At this point, it is worth noting that the values of h/h o on the

gap floor shown in Figures 11 and 13 are significantly higher than side-

wall values in the lower half of the gap. This increased heating is

indicative of a stagnation effect due to wall boundary layer impingement

on the floor as it negotiates a 90 degree turn.

A The effect of forward and rearward facing steps on windward meridian

gap heat transfer for a 0.16 x 0.80 inch gap at = 10 degrees is shown

in Figure 15. As anticipated, large reductiuns in heating are caused by

the rearward facing step, while large increases in heating are caused by 2

the forward facing step. For Of 5 and 10 degrees, little difference "

in h/h0 occurred for blunt vs. -:harp nose. For = 10 degrees, h/ho

was slightly less for the sharp nose configuration. These results imply

that gap neat transfer ratios at angle of attack are relatively in-

sensitive to variations in local Mach and Reynolds number upstream of

the gap, over the range of the present tests.

Typical static pressure distribution within the 0.32 inci gap is

shown in Figure 16. As expected, gap pressure decreased from windward

to leeward in a similar fashion as the external pressure. The reattach-

ment corner pressure exceeded the external cone pressure over the wind-

ward sector for the widest gap (0.32 inches); otherwise, gap pressures

were less than external pressure for 0 < 0 < 90 degrees. The floor

408
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pressure exceeded the sidewall pressure, confirming the strong floor

stagnation effect implied by the heating data. Although large varia-

tions in pressure were noted within the 0.32 inch gap in the windward

sector, more uniform pressures were observed for thp. smaller gaps.

This is consistent with the lower gap velocities expected for smaller

gaps, for which the upstream boundary layer velocity defect prevents

attainment of asymptotic shear layer development across the gap prior

12 •to reattachment.

The non-similar character of the gap sidewall heating distributions

precluded the development of simple correlation functions for the

I" spatial distribution of gap heat transfer. Hence, emphasis was placed

on three locations within the gap, for the windward meridian: gap

- mid-depth, gap floor, and reattachment corner. Figure 17 shows the

variation of h/ho at the mid-depth. It was possible to obtain a

reasonable collapse of the portion of this data for which 5 *- of: 20

degrees, as well as the corresponding data for the 0.8 inch gap depth,
by plotting h/h vs. a/6 (Figure 18). Here, "a" is the gap width and

6 is the theoretical turbulent boundary layer thickness upstream of

f "the gap. Values of 6 were computed by the empirical method of Copper

and Shaw (Reference 2):

6/6a = exp 2 + 2 exp 1-0. 3 / c) (1)

ZO
in which 8 is the cone half-angle and 6. is the value at

a 0, as determined by the following approximation for sharp cones:

409
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0.2 0.2)

0 .2 s/Hoes  (2)
o ;0'=0

in wlich S is the wetted length from the effective origin of the Lurbu-

lent boundary layer. The use of a/6 as ithe correlating parameter is

not derivable directly from theory, but appears to ,fortuitously) allow

"A' for both the effect of decreased boundary layer .h icknens5 and increased

-* cross flow as angle of attack increases.

A similar correltion for the gap floor is shown in Figure 19,

Comparison with the sidewnll mid-depth correlation shows that the heat

transfer coefficient on tlhe floor is on the order of 50 percent higher

than at the mid-depth sidewall locat ion.

An attempt to derive a similar correlation for the reattachment

corner was not a successful, as seen in Figure 20. Despite tie large

. I~ scatter, a clear trend exists for increased heating as the ratio a/b

increascs. For valties of a/ 6 > i, reattachment heat ing Is seen to

exceed the conical heating level.

The ipplication of tile preceding correlations to te prediction of

heat shield gap bidcwall recessoion requires an estimate of the true

Slocal heat transfer coefficient withinLi te gap based on the gap local

recovery temperature. Since tle recovery temperatture withln a gap is

less than the total external flow temperature, the true vnliue of Ii will

be greater than the value based on To . An approximate anilysis was

performed to cstimate the variation of TR/T o within the gap with i/6

The analysis assumed o Prandt l-Meyer expansion of streaml ines at vnr olls
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heights within the upstream boundary layer, based on the Crocco temper-

ature distribution and a 1/7th power law velocity profile. The pressure

ratios for the expansion were obtained from test meas,-rements. The

recovery temperature of the streamline which just impinged at the re-

attachment corner was selected as a representative gap recovery tempera-

ture. This approximate method neglects the opposing effects of shear

layer mixing across the gap and heat loss from the gap boundary layer to

the wall. The predicted variation of TR/To is shown in Figure 21, as an

enthalpy ratio HR/Ho for real gas application, and represents an average

of calculations at several angles of attack and gap depths, The corres-

ponding adjusted heat transfer coefficient correlation is also shown in

Figure 21, where it is compared with the correlation based on Ho .

CONCLUSIONS

The principal conclusions which have evolved as a result of this

study are summarized below:

o In general, gap heat transfer is maximum on the windward

meridian, being several times greater than would be predicted by equiv-

alent cone application of two-dimensional gap heat transfer correlations.

o For certain combinations of gap dimensions and angle of attack,

heat transfer near the bottom of the gap can be maximum away from the

windward meridian, due to strong crossflow effects. This condition is

promotcd by small gap width and small angle of attack.

9 Gap heat transfer increases as gap width and angle of attack

increase; gap width should be minimized to avoid significant heating

rates to the gap floor.
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0 The ratio of gap heat transfer to external surface heat transfer

can be correlated as a function of the simple parameter a/6 (where

a = gap width and 8 = boundary layer thickness) for a wide range of

gap sizes, angle of attack, and local Mach and Reynolds numbers.

-I

• The downstream edge of the gap receives extremely high reattach-

ment heating, exceeding cone surface heating rate for gap widths greater

than the local cone boundary layer tlickness.

The results presented are believed to be unique in providing experi-

mental data, conceptual flow models, and prediction techniques for a

basic aerothermodynamic problem which previously has not been treated

in the aerospace literature.
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The general purpose of this investigation was to study the

separated flow field associated with a fin-body juncture. Specific

objectives included: (a) determining the severity and extent of aero-

dynamic heating, (b) providing flow visualization results to illustrate

the flow structure, and (c) obtaining a data base of heat-transfer and

surface-pressure measurements upon which to develop future analytical

relations to predict peak interference heating levels.

Tests were conducted at Mach 5 over a unit Reynolds number range

of 4.5 to 26 million per foot. A fin-cone model was used. The data

consist of surface-pressure distributions, heat-transfer measurements

using the phase-change paint technique, and schlieren and oil-flow -

photographs. Results are presented for several fin-cone geometries

to include fin sweep and fin-cone gap. The flush-mounted, unswept fin

results are emphasized because they are the most dramatic. Where

possible, comparisons are made with fin-flat plate data.

NOMENCLATUREI

d fin leading-edge diameter, fin thickness

h heat-transfer coefficient

MW free-stream Mach number

p static pressure

po total or supply pressure -

pCO free-stream static pressure

Rem/Ft free-stream unit Reynolds number (per foot)

To total or supply temperature

x distance along cone ray

z distance along cone surface normal
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INTRODUCTION

Advanced high-speed flight vehicles which utilize fins as control

surfaces may be subject to loss of control effectiveness due to flow

separation or to possible loss of structural integrity as the result

of fin-body interference flow phenomena. Depending on such geometrical

factors as fin leading-edge sweep and bluntness, the bow shock of a

control fin will interact strongly with the centerbody surface boundary

layer, which is typically turbulent. The fin shock may cause the

boundary layer to separate well upstream of the fin leading edge,

resulting in an extensive separated flow region. Areas of substantially

increased surface pressures accompanied by corresponding regions of

high heat transfer may occur in the separated flow region. Designing

around these problems usually results in overdesign with its consequential

weight penalties. It would, therefore, be helpful to the designer to
I.

have information necessary to make reasonable estimates of peak pressure

levels, peak heating rates, and the extent of flow separation.

References (1) and (2) cite over 900 studies of problems related

to separated flow phenomena. Most investigations of the fin-body

problem to date have dealt with fin-flat plate configurations; for

examples, see References (3)-(5). More recently, Bramlette (6) and

Coleman and Lemmon (7) have investigated aeroheating phenomena

associated with small roll-control fins on conical vehicles. In spite

of these numerous studies, the ability to predict separated flow

,i I phenomena either by means of analytical solutions or on the basis

of subscale tests is still very limited.

The general purpose of this investigation was to study the

separated flow field associated with a general fin-body or wing-body
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juncture. 'Specl.fic objectives included: (a) determininq the severity

and extent of interference heating, (b) providing flow visualization

experiments to illustrate the flow structure, and (c) gathering a

data base of heat-transfer and surface-pressure measurements upon which

to develop future analytical relations to predict peak intorference

heating and peak pressure levels. A fin-cone configuration was tested

at Mach 5 over a range of several Reynolds numbers. Heat tiansfer in

the interference flow field was measured using the phase-change paint

technique. Surface pressures were measured on the fin leading edge and

on the cone ahead of the fin. These quantitative measurements were used

in conjunction with both schlieren and oil-flow photographs in an effort

to characterize the fin-cone interference flow field.

MODELS AND TEST PROCEDURES

Tests were conducted in the NAVSURFWPNCEN, White Oak Laboratory

Hypersonic Tunnel (Reference (8)) at a nominal free-stream Mach number

of 5 over a range of free-stream unit Reynolds numbers of about 4.5, 13,

and 26 million per foot. Two geometrically identical fin-cone models

were fabricated from existing conical models, one made of teflon %ith

a metal insert and a stainless-steel tip and the other of stainless;

steel. Bo is models consisted of a sharp, five-degree half-angle cone

with two aft-mounted, cylindrically blunted fins 180 degrees apart,

one unswept and one swept 60 degrces with respect to the cone surface

normal. A schematic diagram of the models is shown in Figure 1.

Photographs of both models are provided in Figures 2 and 3. The

fins are adjustable by means of setscrews in a direction normal to the

cone surface to simulate a control hinge configuration. For all test

conditions, the cone was maintained at zero angle of attack and zero
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yaw and the fins were at zero cant. In all of the tests the modelsI
were injected into the flcw rapidly using the hydraulic ram feature

[ of the Hypersonic Tunnel after the desired test conditions had been

established in the test cell. The teflon model was utilized in the

phase-change paint heat-transfer tests and in the oil-flow visualization

experiments. The extension and fins were made of dark gray teflon to

1. provide better contrast with the paints, many of which dry to a light

opaque color. The stainless-steel model was used in the pressure

distribution tests.

Heat-Transfer Measurements

Heat transfer in the interference flow field was measured by

means of a temperature-sensitive paint method, specifically the phase-

change paint technique pioneered by Jones and Hunt (9) at the NASA-

Langley Research Center. In recent years the technique has evolved

into a useful diagnostic tool which is considered capable of providing

reliable quantitative heat-transfer data. It is especially applicable

I. to complex geometries with interference heating patterns of unknown

severity and extent. The phase-change paint technique and extensions

Sof the method are well documented; for example, see References (9) and
7

(10). Use of the technique at NAVSURFWPNCEN, White Oak Laboratory is

documented in Reference (11). Basically, the method consists of

coating a model with a paint which is rated to change phase, i.e.,

melt, from a dry crystalline opaque solid to a clear liquid irreversibly

at a specific rated temperature. The model is injected into the

flow and progression of the melt line location is recorded on movie

film. This time input used in conjunction with the thermophysical
properties of the model material determines the heat-transfer coefficient,
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h, in the data reduction scheme. The model is asstned to behave like

a semi-infinite slab and to undergo a step increase in heat transfer to

a constant value of heat-transfer coefficient at a.y given point on

its surface upon being exposed to the flow. The data reduction is

based further on the assumption that the coating and the model surface

are at the same temperature at the same time. That is, there is no

latent heat of melting associated with the phase-change coating.

Therefore, only a very thin (0.001 inch or less) coating is necessary.

To achieve this condition, the paints were thinned using a special

thinner specified by the manufacturer (Tempilaq Thinner and Tempilaq

Phase-Change Paints by the Tempil Corporation), and were applied

fairly uniformly to the model by means of an airbrush. These particular

temperature-sensitive paints are considered well suited for short-

duration high-speed wind-tunnel tests. They have been found to be

insensitive to ambient pressures or heating rates in exhibiting their

rated melting temperatures (9). Calibration checks (11) at

NAVSURFWPNCEN, White Oak Laboratory showed the paints to melt at

temperatures in good agreement with those specified by the manufacturer.

Another necessary input for the phase-change paint data reduction

scheme is the initial temperature of the model. This information was

provided by four embedded thermocouples in the teflon model, one in

each fin and one in the cone ahead of each fin. Secondarily, these

thermocouples provided a check on when the semi-infinite slab

approximation was violated.

Teflon was chosen as the model material partly because of its

low thermal diffusivity which enhanced its semi-infinite slab behavior. .1

In addition, teflon was strong enough to withstand the loading
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associated with rapid injection of the model, and it had a fairly

high melting temperature. Also, lateral conduction effects were

minimized due to its thermophysical properties.

4. Pressure Measurements

The stainless-steel model was instrumented with pressure taps on

the fin leading edges and on the cone ahead of the fins extending about

six fin thicknesses (leading-edge diameter) upstream on the fin center-

line. Each tap had its own strain-gage-type pressure transducer

*mounted in a multiple transducer bank. Selected pressure taps were

monitored during a test run to assure that the data reflected full

response of the taps.

Oil-Flow Tests

Oil-flow tests provide visual data on surface shear directions on

a model surface. A 350-centistokes silicone oil was used with

titanium oxide powder in suspension to provide white pigmentation.

The oil mixture was applied to the model in a direction transverse

to the free-stream flow direction. The model was rapidly injected

into the flow and photographs were taken with the tunnel running once

the desired patterns had developed.

Schlieren Photographs

Schlieren photographs were obtained using the flow visualization

system of the Hypersonic Tunnel (8).

Further details on all of these test conditions and procedures

are available in References (11) and (12).

EXPERIMENTAL RESULTS AND DISCUSSION

Results are presented for two fin-cone configurations, namely

for the fins mounted flush on the cone and for the fins gapped 0.125-inch
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off the cone surface. The low Reynolds condition is represented the

most, mainly because it comprises a very complete set of data overall.

The reader is referred to Reference (12) for additional data at the

higher Reynolds numbers and at an intermediate fin-cone gap of 0.060 inch.

Examination of the flow visualization data provides insight to

the heat-transfer and pressure distribution patterns to be presented

subsequently. Schlieren photographs are shown in Figure 4 for the

flush-mounted fins and in Figure 5 for a 0.125-inch fin-cone gap.

The cone bow shock did not impinge on the fins in any of the tests,

by design. Figure 4 shows that the flush-mounted unswept fin with

its strong bow shock causes a separation-induced shock wave which

impinges on the fin leading edge. The flush 60-degree-swept fin is

sufficiently swept that very little upstream separation is apparent.

When the fins are gapped off the surface as they might be in a control-

hinge configuration, it appears that in Figure 5 the flow displays

complex inlet flow patterns in the gap. The unswept fin shows a very

complex pattern of reflected shocks. The swept fin displays flow

attachment at its leading tip followed by some reflected shocks. In

both schlieren photograpls, weak shock waves are seen to propagate

from the interface of the original cone and the finned extension.

Figure 6 shows a side-view oil-flow photograph for the flush-

mounted fins. Recall that the oil is swept away in regions of high

shear and pools along lines of flow separation. The lat-eral extent

of the separated flow region associated with the unswept fin is

immediately obvious. An oil accumulation line on tne side of the

unswept fin indicates flow separation ,issociatrd with a corner vortex

pattern. Figures 7 and 8 provide dcditional visual information for this
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fin-cone geometry by showing top views of the unswept and swept fin,

N respectively. The viewing angle is along a cone surface normal.

In Figure 7, the existence of two separation lines is apparent. The

I primary separation line occurs about 2.2 fin leading-edge diameters

j (fin thickness, d) upstream of the unswept fin's leading edge. This

line marks the initial flow separation of the cone boundary layer due

j to the adverse pressure gradient caused by the fin bow shock. This

behavior of separation ak-3ut 2d upstream appears to be characteristic

4of turbulent boundary-layer separation ahead of blunt fins of height

and thickness greater than the local boundary-layer thickness over

a Mach number range of about 1.2 to 2.1 independent of Reynolds

number (13). The behavior apparently carries over from fin-plate to

fin-cone geometries for the conditions indicated.

ifs In Figure 7 a secondary separation line occurs about 0.7d upstream.

The region between the primary and secondary separation lines is

-" usually called "separated flow" while the region between the secondary

separation line and the fin is called "reattached flow" (5, 14).

A local spot from which there is apparent outward flow occurs about ld

upstream. A similar flow attachment point was observed by Winkelmann

(4, 5), and will be noted later in the heat-transfer data. Lastly,

in Figure 7 there is evidence of herringbone oil-flow patterns outboard

Xof the fin. These patterns are indicative of vortical patterns

trailing off downstream from the fin centerline interaction region

which includes horseshoe vortices (3, 4).

In Figure 8 both primary and secondary separation occur within

about 0.3d upstream of the swept Zin. (Evident in the figure is an

epoxy-plaster plug in the fin leading edge, which was necessitated
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by loss of a teflon plug in an earlier test. The plug had originally

provided access to the fin thermocouple.) The reduced lateral extent

of outboard disturbance is evident by merely sweeping the fin a

sufficient amount.

Figure 9 shows the oil-flow side view for the 0.125-inch gap.

The flow interacts strongly with fin-hinge corner resulting in pronounced

regions of high shear on the sides of both fins. In Figure 10, which

is a top view of the gapped unswept fin, primary separation now

occurs only about ld upstream. The secondary separation line is not

well defined near the fin leading edge due to the complex flow 1

pattern associated with the gap. When the flow in the gap interacts L

with the fin hinge, a separation line appears which has a very

interesting and unusual changing curvature as it moves outboard.

Once again the herringbone patterns are very evident. The changing

curvature of this hinge separation line is probably the result of its

interaction with the vortical patterns from the upstream separation

regions. The top-view oil-flow photograph for the gapped swept fin,

Figure 11, shows clearly how the flow now interacts with the fin hinge,

creating an outboard disturbance region comparable to that of the

unswept flush-mounted fin. Also note that primary separation did not

occur until the flow was in the gap.

Heat-Transfer Measureitints

Keeping in mind the oil-flow patterns, consider now the heat- -

transfer results. The reduced phase-change paint data are presented

as lines of constant heat-transfer coefficient, h, so-called isoheating

contours. Figures 12 and 13 show side and top views, respectively,

of the flush-mounted unswept fin. In Figure 13 the viewing angle is
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about 10-degrees forward of a normal to the cone surface at the fin

J ileading edge. (This angle view was an attempt to obtain more detail

about the leading-edge heating. The slight inclination was a physical

-. constraint of the tunnel windows and model position. The additional

-ileading-edge detail was not achieved due to the rapid heating rates.)

Regions of high heating comparaule to that near the leading edge (as

shown in Figure 12) are shown to occur in a crescent-shaped region at

the fin "foot" and at the flow reattachment point about ld upstream.

High heating at this point Id upstream identifies it as a high-shear

region, or as a point where flow is entrained and brought into contact

• 1. with the cone surface. This appears to be contrary to Winkelmann's

conclusion (5) that this reattachment point is a low-shear or "dead

air" region.

Isoheating contours for the swept fin are shown in side and top

views in Figures 14 and 15, respectively, for the same flow conditions.

Both the level of and extent of interference heating are greatly

reduced. The dotted lines on the leading edge of the fin in Figure 14

indicate where the plug was located. The maximum h-value is down

I about 25 percent on the leading edge and that on the cone is down

about 40 percent from the unswept fin case. This is purely a sweep

effect.

Figures 16 and 17 show isoheating contours for the gapped unswept

fin. The fin hinge clearly shows up as having an interaction flow field

with heat transfer as severe as that on and around the fin leading

edge. The heating level at primary separation remains at about the

same level as for the flush-mounted fin. Now, both the fin "foot"

region (a misnomer since the fin is gapped here) and the hinge region
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are areas of high interference heating of the same level as that shown

in Figure 1.3 at the fin "foot".

Heat-transfer data for the gapp-' swept fin are shown in Figures

18 and 19. From Figure 18 it may be seen that the immediate leading-

edge segment and the hinge have heating levels comparable to the unswept

fin case. In contrast, however, Figure 19 indicates a marked decrease

in the interference heating level on the cone to about 60 percent of

that for the gapped unswept fin.

The general conclusion to be drawn from Figures 12-19 is that

sufficient leading-edge sweep alone produces less lateral disturbance

in the form of a separated flow region and results in lower interference .

heating levels in the disturbed region on the centerbody. The values

of heat-transfer coefficient are considered to be accurate to within

about 20 percent based on analyses presented in Reference (11).

Cone Surface-Pressure Distribution

Again recalling the oil-flow patterns of Figures 6-11, consider

the surface-pressure distributions measured on the cone ahead of the

fins. Figure 20 shows the flush-mounted unswept fin. The surface

pressures are normalized by the undisturbed cone value, which was

sensed generally by several of the most upstream taps. The abscissa

is distance along the fin-centerline cone ray referenced to the fin

leading edge and normalized by the fin leading-edge diameter (fin

thickness, d). Data are shown for three Reynolds numbers. The

pressure begins to rise a little more than 2d upstream, corresponding

to the point where primary separation occurs. It rises to a slight

peak, then dips, and rises again to a high peak in the fin foot region

about 0.25d upstream of the leading edge. The peak pressure in the fin
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1 foot region is about 10 times the undisturbed level. Winkelmann (4)

Jobserved peak pressure ratios about six times the undisturbed value
for his fin-flat plate configuration. The peak pressure region

corresponds to the crescent-shaped peak heating region of Figure 13.

The reattachment zone ld upstream, which had earlier been found to

Lbe a high heating region, corresponds here only to a point where the

pressure dips after the initial rise. The pressure ratios at the

point of separation and the curves in general are not construed to

Frepresent a definite Reynolds number effect. Rather, the differences

are thought to be indicative of flow unsteadiness and instability

associated with the separated flow region and the likely scavenging

" action of the horseshoe vortices (3, 4).

Figure 21 shows the corresponding pressure distribution on the

;~~.cone ahead of the swept fin. As expected, there is almost no upstream

disturbance.

4. Figure 22 shows the gapped unswept fin and Figure 23 shows the

4 " gapped swept fin. Pressure taps existed in the fin-cone gap as shown.

In both cases the flow moves into the gap and displays its peak

pressure in the gap. In Figure 22 the peak pressure level, down from

10 to 8, occurs just inside the gap. In question here is the exact

location of the peak with respect to the tap location. After this

i Ifirst pressure peak the flow appears to begin to interact with the

hinge, but insufficient data exist. It may be noted that the initial

pressure rise is observed to begin about ld upstream of the unswept

leading edge, corresponding to the location of the primary separation

L line in Figure 10.

In Figure 23 there is no upstream disturbance for the swept fin.

An attenuated pressure peak occurs about 2d into the gap. This
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lower peak pressure corresponds to the lower peak heating indicated

in Figure 19.

Fin Leading-Edge Pressure Distributions

Figure 24 shows the leading-edge pressure distribution for

both of the flush-mounted fins. Distance, z, along the cone surface

normal at the plane of the leading edge is nondimensionalized by the

fin leading-edge diameter. The pressures are normalized by the free-

stream static pressure. The relative difference in the pressure

levels is explained by oblique shock theory. The bulge in the

pressure distribution on the unswept fin's leading edge corresponds

to the Impingement of the separation-induced shock wave which appears

.ii the- sc2,lieren photograph of Figure 4 to occur at about z/d : 0.9. i

No pressnre tap exists at z/d = 0.5 in the swept fin because of

physical limitations in fabricating the fin.

The fin leading-edge pzessure data for the gapped fins are shown

in Figure 25. There is slight evidence of flow interaction on the

unswept fin. There is little detail in Figure 5 to identify this bulge.

In general, the relative levels remain the same as before.

CONCLUSIONS

The interaction flow field on fin centerline for an umswept,

cylindrically blunted fin flush mounted on a cone appears to be

qualitatively similar to, but quantitatively different from, fin-

flat plate and cylinder-flat plate cesults for similar flow conditions.

The interaction is characterized by peak heating levels and corresponding

peak pressures on the centerbody surface in the fin foot region. These

peak pressures may be on the orer of 10 times the undisturbed levels.

The cone surface-pressure distributions scale with fin leading-edge

diameter, d.
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Separation occurs about two fin leading-edge diameters upstream

of a flush-mounted unswept fin independent of Reynolds number. This

behavior is characteristic of cylindrically blunted fin-flat plate

and cylinder-flat plate results over a wide Mach number range (1.2

to 21) when the fin height an,! thickness exceed the local boundary-

layer thickness (13, 3).

Fin leading-oedge sweep alone significantly reduces the severity

and extent of interference heating on the centerbody. However, when

*. a swept fin design embodies a control hinge in the form of a circular

rod, the flow in the fin-centerbody gap will interact with the control

hinge. This interaction results in peak heating on the centerbody

comparable to that for a flush-mounted unswept fin. ! ,.-reas sweeping

the control hinge is not a practical solution, the severity of the

J i flow interaction may possibly be alleviated by providing a control

4 i hinge fairing.

Certain aspects of these results indicate that fin-centerbody

invstigations are in order to investigate Mach number effects rather

than simply applying fin-flat plate or cylinder-flat plate results.

The separated flow regions outboard the fins appear to exhibit a more

vorti.l nature. Two other cases in point for the flush-mouiited

unswept fin are the hicher peak p, ssure level in the fin foot region

and the high heating level associated with flow attachment about ld

upstream. Both may be indicative of greater three-dimensional

scavenging action associated with a fin-centerbody configuration than

with a fin-flat plate model.
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Bethesda, Maryland

44 Abstract

An analytical inverse approach is presented in which the pressure

distribution along the diffuser wall of an ejector is defined for a

given entrance flow condition and the contour of the desired diffuser

wall is determined by using a finite difference technique. The prescribed

pressure distribution is first optimized by a modified Stratford criterion

for incipient separation of turbulent boundary layers; this optimization

makes it applicable to compressible two-dimensional and axisymmetric

I. flows. Application of the method is illustrated for the case of a

thrust-augmenting ejector in which a primary high-speed flow mixes with

the ambient air in the upstream and then diffuses in the downstream.

Numerical results indicate that the newly derived ejector is considerably

shorter and has a higher thrust augmentation ratio than conventional

* ejectors. The present procedure can readily be extended to three-

Sdimensional cases and thus is applicable to practical vehicles.

This work was sponsored by the Naval Air Systems Command (AIR-320).
The author wishes to thank R. F. Siewert, Jr., for suggesting the
problem and R. H. Liebeck for helpful discussions. 468
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Nomenclature

A Functional coefficient j

a Constant given by Eq. (7)

B Constant given by Eq. (l0b)

b Constant given by Eq. (8)

p Pressure coefficient defined by Eq. (4)

C Pressure coefficient defined by Eq. (3)

p
t Overall ejector length -

ID Length of diffusion section

zM Length of mixing section
M

p Static pressure A I
R Ejector half width

Rexo Reynolds number given by Eq. (3)

T Temperature, OF

u Friction velocity, u= 1 2'wr/PU T  
T

V Velocity

x,y Coordinates measured along and perpendicular 
to

the axial direction

p Fluid density

T Shear stress at wall

Thrust augmentation ratio defined in Eq. (1) 
%

I

Subscripts

c At centerline

V. p Primary flow

s Secondary flow *1
o Initial station

Uniform atmospheric condition
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} Introduction

Recent advances in jet ejectors operating under static conditions

have produced high thrust augmentation that is feasible for application

rno V/STOL flight. There the primary jet exhaust flow is ejected in a

I nozzle to entrain a large amount of ambient air. An increased mass flow

and diffusion process inside the ejector is responsible for the thrust

augmentation. However, because of (a) loss in augmentation in duct flow,

(b) ramjet effect, and (c) space limitations, high performance and

compactness are required in the design of thrust-augmenting ejectors

2 for V/STOL aircraft.

Previous efforts to increase thrust augmentation have been mainly

1 1,2,3
I concerned with improving the mixing process and the boundary layer

control.h'5 The contours of the ejector wall are generally either

straight6 or conform to the shape of an airfoil segment.7  No particular

attention has been directed to proper desigL. of the diffuser section of

the ejector in order to achieve overall high thrust augmentation.

In the present paper, a numerical procedure is developed to provide

guidelines for designing the contour of the ejector diffuser with the

low exit flow distortion required in a volume-limited vehicle system.

Basically, the incipient separation condition of the turbulent boundary

layer has been imposed and coupled with a finite difference inverse

L approach for a compressible internal flow. Because of its numerical

nature, the method can readily be extended to axisymmetric and three-

dimensional general subsonic diffuser problems.
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Theoretical Considerations

Compressible Flow in No-Dimensional Ejector

The schematic of the compressible flow in a two-dimensional center- '

nozzled ejector is represented in Fig. 1. The primary flow is expanded

isentropically in the nozzle from its reservoir condition to a high

velocity, V . It then discharges to the mixing duct where it entrains
p

a secondary flow from the ambient atmosphere. The amount oE entrainment

depends on the effectiveness of the mixing process and on the back

pressure at the ejector exit. For a simple nozzle (illustrated here),

the mixing efficiency is rather limited compared with more sophisticated
6 ,7  flow is essentially two-dimensional across

hypermixing noze. The
the duct, and the mechanism of the mixing process may be represented by "I
turbulent eddy viscosity models. Different eddy viscosities may have

to be used to characterize various flow zones across the duct. In that

stage, the flow is undergoing a diffusion process to recover its static

pressure at the exit of the ejector. The mixing continues when the flow

] diffuses. The pressure rises continuously in the diffusion section, and

its gradient values are almost completely dependent on the shape of the

diffuser. The wall turbulent boundary layer may remain attached if the [I '[

diffuser is long enough to yield moderate adverse pressure gradient.

Short, flat-walled diffusers, on the other hand, generally cause flow i.

separation which results in considerable performance loss.

The level of thrust augmentation is indicated by the ratio of XI

measured thrust at the ejector exit to the thrust generated by the

primary flow alone as it isentropically expands to the speed at the

nozzle exit. Mathematically,

j(f V a)

-Ik
V p h
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where 4 is the thrust augmentation ratio; rh and V are the mass flow rate

,nd velocity at the ejector exit, respectively; and and V are the'p P

mass flow rate and velocity of the primary flow.*1
Optimization of Diffuser

There is obviously room for improvement in both mixing and diffusion

aspects. The latter appears more desirable in that practically no work

has been done in this area and yet it is more amenable to theoretical

treatment.

I SThe treatment involves the development of an optimization procedure

whereby an ejector of maximum thrust or of minimal overall length is

derived by using the incipient separation condition of the boundary layer.

Such a theory is based on the argument that the boundary layer can with-

stand a nearly infinite adverse pressure gradient for a very short

distance without separation. After the sudden pressure jump, however,

the pressure gradient must decrease steadily in order to maintain an

at;tached boundary layer in a state of imminent separation.

*" The concept is illustrated in Fig. 2 which shows typical pressure

distributions with and without incipient separation. In order to achieve

the same pressure recovery, the distribution with incipient separation

requires a considerably shorter diffusion length. The lower the level

of pressure recovery desired, the greater the saving in diffusion length.

The greatest advantage of using incipient separation to recover

pressure levels derives when it is incorporated properly for a short

distance and at an early stage. There is no practical gain at all when

the condition is imposed for a long distance. This is indicated in

Fig. 2 when the pressure recovery level amounts tn C =0.

;IJ - - 472 J
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When a high level of pressure recovery is desired, the ir'ipit ,;

separation may have to be applied at an early station, such as curve b K
in Fig. 3. However, if it is imposed too early, as for curve c in Fig. 3,

Ii there is no convergent solution. Therefore, there should be an "optimum" - i

station somewhere between curves a and c.

Theoretical Procedures I)

Theoretical procedures are developed for optimizing the contou; ,.

of the diffuser section of the ejector. The primary flow nozzle is 1 .

aligned with the centerline of the ejector so that the flow will be

symmetric with respect to the center plane. This arrangement, which is

employed for simplicity, imposes no restricuion on the method for handling

more general initial velocity profiles. Furthermore, any usual approaches .11'
to the mixing process can be coupled with the present procedure to provide

the initial condition for diffuser optimization.

Stratford Incipient Separation l

The use of the condition of incipient separation of the boundary Ii }
layer for surface optimization has been applied by Griffith in laminar

flow9 and by Liebeck and Ormsbee in turbulent flow.1 0  In the present

approach, we will use the concept of incipient separation as the basis

for optimization and make necessary modifications to satisfy the ejector

flow problems. i :

The criterion for the incipient separation of turbulent boundary

layer was discussed and given by Stratford1 1 as: .1
-0.5 Re 0.1 ,

!x P) 035( (a
k. 473 I'I1K
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or1

p o. 489 Re [ ( (2b)

for

< 0 and CF. p 7

where

P P V x
C"0 and Re °  (3)

p 1 pVO2x V
2 o

The pressure coefficient p as given by Eq. (3) differs from that

of the conventional expression

pP
C (14)

They are related as follows

Fj P p P pV 2
__[ Ook._° 5

Cp 2 + 0
2  p(5)

Equation (5) can be recast with Eq. (2b) in a form with two constant

parameters

P -P
where

__1 2

5 0_0
a .489 Re 00)

o (8)

pV 22 C 
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The values for a and b are completely determined at the initial

point where the condition of incipient separation is imposed. However,

a numerical experiment indicates that there are difficulties when Eq. (6)

is used to generate the corresponding diffuser shape by means of a finite -

difference scheme. This is probably because the mechanism of flow mixing

outside the boundary layer differs considerably for present ejector flows

from that of the original experimental s-mple duct flow condition

postulated by Stratford. Necessary modification of Er. (6) therefore

seems in order. ,

-I K-

Modified Stratford Incipient Separation

Physically, when the separation of boundary layer is imminent, the j
flow is traveling with zero skin friction at the wall. Such a condition

implies that the flow must be in a state of neutral stability. Any {V
increase in skin friction would stabilize the flows and prevent separation.

Therefore, it is plausible to use the skin friction value as the criterion I
]i for incipient separation. This is especially helpful when the theory is (

to be implemented with numerical schemes.

It is therefore suggested that the Stratford theory, Eq. (6), be I
modified as follows: 1 1

C A + b (9)

where at

A = f(x) (loa) I""
and

B = const. at x = x

(lob)
=1 at x > x

47 0 -
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i The form of f(x) is to be determined so that the value of skin

friction stays within specified limits above zero. The absolute lower

limit, of course, is zero. The value for B is determined by a step

function which enables an infinite pressure gradient to be avoided at

x = x Yet, the gradient value is still kept high enough to permit a

4 ipressure jump at the initial point and to force the friction velocity

toward a low specified value. The procedure is best illustrated in

Fig. 4 which indicates the distributions of friction velocity with and

without conditions of incipient separation. The turbulent boundary

layer is kept attached at very low skin friction all the way tP the

exit. The corresponding pressure distributions for curves a and b have

been given in Fig. 3.I.
Variational Problem

With the incipient separation criterion at hand, the problem is now

- - to maximize the thrust augmentation ratio 0 for a given set of constraints

and variational parameters. As indicated in Eq. (1), * can be written
" in the functional form

That is, it is desired to find rh and the distribution of V which maximize

* for given values of i and V . The problem, then, is a variational one
p p

with variational parameters .h and V subject to the constraints of the

f incipient separation condition, represented by Eq. (9), and desired

overall length of the ejector I for given values of 6p and V.

Alternatively, it is desired to minimize the overall ejector length

i with a fixed $in order to meet the volume-limited design requirement. :

In this case, it takes the form

* '7~~-~476
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Z = £ , V, I1h, V,] (12)

The variational problem has variational parameters m and V subject to j
the constraint of Eq. (9) and desired value 0 for given values of ip

and V.

In both cases, the variational parameters are i and V. Since the

total mass flow ras' is the sum of the primary and secondary flow rates,jt +% (13)

With known constant in , the actual variable then is h

Also, the velocity distribution at the ejector exit V is determined

by solving the partial differential equations that govern the ejector

flow. This, in turn, depends on the initial condition of the diffusion

section at the initial station x = xo . Different values of x° give

different sets of initial conditions, provided that the flow solutions

in the mixing section remain valid and continuous. Therefore, V can

be considered as function of x . j
In accordance with the above arguments, Eqs. (11) and (12) can be

rewritten as follows

BB

and

X k [i, Vp, h s X0 ] (15)

The optimization for Eqs. (14) and (15) can be cai-ied out either

by using a procedure similar to that presented by Liebeck and OrmsbeelO

or directly through a numerical optimization scheme, like that developed

12by Vanderplaats and Moss. The latter is preferred in the present work.
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JNumerical Computations

The theoretical procedures described above have to be implemented

numerically because of the complexity of the flow in two dimensions.

Here we will use an existing computer program for analyzing the flow

in the mixing section and we will develop a design program for determining

the appropriate contour of the diffuser section.

Analysis Program for Mixing Solution

Gilbert and Hill have developed a finite difference computer program

for calculating two-dimensional ejector flows with a symmetric, variable-

' area mixing section and a coaxial converging primary nozzle.8 The

varia'ion of the surface of the mixing section is assumed to be small so

I that the static pressure can be considered uniform in each cross section

1and the effect of wall. curvature can e neglected. Different eddy

viscosity models are utilized for various flow regions. The coaxial,

fixed nozzle allows the primary flow to be expanded to high subsonic or

slightly supersonic speeds. For a given mass flow rate xi and velocityip
V of the primary flow, the numerical calculation proceeds with a top-hatP

velocity distribution with uniform profiles for both primary and secondary

flows. The geometry of the mixing section is prescribed. The calculation
is then carried out until x= x for a specified secondary flow rate Is"

At x = xo , the output of the mixing section solution becomes the initial

design condition for the diffuser section.

Design Program for Diffuser Section

Strictly speaking, however, there is no clear border line whi-h

separates the mixing and diffusion section since the flow may undergo a 3

diffusion process without complete mixing. The two sections are so
4
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designated mainly for convenience. A design program for the subject

problem has been developed by modifying the Gilbert-Hill nrogram.

Modifications are made in the following areas:

(a) The direct solution procedure of the analytical program is

A,
converted to an inverse approach in which the pressure gradient values

are used as input and the coordinates of the desired diffuser contour

are calculated as output along with flow property vales.

(b) To implement Eq. (9) in the design program, its A(x) values .1
are determined by a trial-' nd-error scheme in accordance with the

criterion that the friction velocity should approach zero, i.e.,

1 - u - 4 ft/sec. Numerically, the above uT values correspond to the

velocity near the wall and amount to between 0.4 and 0.45 percent of the

center velocity, i.e.,

Vy 0~O.OOh - - 0 .00145
,, Vc

A (c) The numerical optimization computer program based on the method f
of feasible directions originally developed by Vanderplaats and Moses,

12

is incorporated by using variational ps-ameters x and ih with constraints, 0 S

described in (b).

Results and Discussions

Numerical results were caculated for given mixing section geometry

and flow conditions that enabled comparisons with available two-dimensional

theoretical data.

Typical velocity profiles at different longitudinal stations along

the ejector are shown in Fig. 5 for m P = 0.075 ]bm /sec-in and

Ss - 0.2763 lbl/sec-in. The y/R = 0 coincides with the centerline of D
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the ejector. From x = 0 to x = 7 in, the flow undergoes acceleration,

mixing, and entrainment. After imposition of the incipient separation

condition at x = 8.1 in., the flow is decelerated sharply to achieve

static pressure gains in the diffusion section. Without this application,

the flow would not have diffused so effectively, as indicated in Fig. 6.

The geometry of a newly derived ejector with m p = 0.075 lb /sec-in

I and iss = 0.2763 lb m/sec-in is compared in Fig. 7 to that of a conventional

ejector with the same flow condition. Note that a diffusion length of

ii only 5.6 in. attains the same level of recovery as in the 9.9-in. conven-

tional ejector. The ratio of the two is 0.57. Because the flow travels

through the shorter distance at lower friction values, the new ejector

experiences less frictional loss and thus gives a higher thrust

augmentation ratio. The corresponding pressure distributions for the

u.o above two ejectors have been given in Fig. 3 (curves b and a).

The results indicate that with the same primary and secondary flow

conditions at the nozzle, different diffuser contours and consequently

Ii different thrust augmentation ratios may be achieved by using different

x0 values. This is illustrated by Ejectors I and II, as shown in Figs.

*' 7 and 8, respectively. Comparing Ejector II with Ejector I, we find

that as the mixing section length kM M = x0 ) is shortened, so is the

£D" Since the decrease in both £M and ZD results in less total

frictional loss, Ejector II thus offers a higher 4 value.

Ejector III, shown in Fig. 8, was generated with the same primary

flow rate as for Ejector II but with a higher entrained secondary flow.

r With a fixed £M' the higher entrainment in Ejector III gives a higher

thrust augmentation ratio. The trend is correct in accordance with the

ejector principle. Note, however, that attainment of a higher 4

necessitates a longer diffusion length, as indicated in Fig. 8.
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The overall effects of the principal variables, X and ms' are

best assessed by the performance map shown in Fig. 9 where the thrust

augmentation ratio 0 is plotted as ordinate and the overall ejector

length Z as abscissa. The latter is the sum of the I and k values.

Recall that the optimization effort should be aimed at determining an

ejector with highest 0 and shortest X for which a converged solution

can be obtained. For a given secondary flow rate ms, these two desirable

features can almost always be obtained simultaneously, for the reason

discussed previously. However, there is a lower limit for the Z

(and thus ) values in order to establish proper mixing and thus maintain

a continuous unseparated flow throughout the ejector. The upper left end II
of each curve implies such a limit. Indeed, the figure provides some

guidelines for design purposes. For a desired 0, one uses lower ims

values in order to minimize Z or for a fixed 2, one uses higher ih values

to maximize *.

.3

Conclusions

The diffusion section of thrust-augmenting ejectors can be optimized

for maximum thrust or for minimum overall ejector length by applying the

modified Stratford criterion for incipient separation of turbulent boundary

layers. In general, it was found that

(a) The incipient separation criterion should be applied at an

early stage and for a short distance in order to achieve maximum gain in Ii
pressure recovery. Prolonged use of the criterion yields little or no

advantage. A

(b) For given flow conditions at the ejector nozzle, the ejector

diffuser can (1) be optimized for maximum thrust subject to a fixed

"]' 481 {
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overall ejector length or (2) be optimized for minimum overall ejector

length subject to a possible desired thrust augmentation ratio.
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Figure 5- Velocity Profiles in an Ejector
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